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Abstract. One important problem for public broadcast Locationf25], [14], ELK [21]. These algorithms provide optimized
Based Services (LBS) is to enforce access control on a large numsetutions for a KDC to update the group key on member join
of subscribers. In such a system a user typically subscribes to a L&8d leave (subscription termination) events to ensure dhat
for a time interval (a,b) and aspatial region (zw, yni, T+, yer) USEr is able to decrypt the data only when it is a member of
according to a 3-dimensional spatial-temporal authorization mod#he group of authorized users. (ii) Large number of groups
In this paper, we argue that current approaches to access confrew problem specific to LBS-like services). Using a spatial
using group key management protocols are not scalable. Our @lopdemporal authorization model, each unit of data broadcast
STauth minimizes the number of keys which needs to be distributby a LBS may be destined to a potentially different set of
and is thus scalable to a much higher number of subscribers subscribers. Hence, the number of such sets of subscribers
the dimensionality of the authorization model. We analytically an@yroups) may in the worst case be exponential (power set) in
experimentally demonstrate the performance and scalability benetite number of subscribers. This largely limits the scaitgbil
of our approach against other group key management protocols. of traditional group key management protocols in the cdantex
of LBS.

o ~Inthis paper we propose STauth a secure, scalable and effi-
The ubiquitous nature of the Internet has resulted in widgjent key management protocol for LBS-like services. Saut

spread growth and deployment of Io_ca'_uon based SeVIGEmimizes the number of keys which needs to be distributed
(LBS) [1], [2], [3]- LBS (as the name indicates) provide inyng js thus scalable to a much higher number of subscribers
formation with spatial-temporal validity to potentiallgsource 5nq the dimensionality of the authorization model. We use
constrained wireless and mobile subscribers. Examplécgsv 7 1o denote the number of active users in the systemand
include: (i) list all Italian restaurants in midtown Atl@t (o denote the dimensionality of an authorization model (for
(if) current traffic conditions at the junction gfeach tree jnstance, the spatial-temporal authorization model dised
par kway andpeach tree circl e, (iii) cheapest gas station gpgve is 3-dimensionalz, y, t)). We briefly summarize the

in downtown Atlanta today. Secure LBS over an open channgwbacks of existing key management protocols.
such as the Internet or a wireless broadcast medium poses

unique security challenges. LBS typically use a paymengthas 1) In the worst case, KDC manage¥2¢") groups.
subscription model using 3-dimensional spatial-tempeual 2) User join and leave requires the KDC has to broadcast

I. INTRODUCTION

thorization as follows: A paying user subscribes for a spatial 0O(22? + N) key update message.

bounding box €, yu, T, yir) @and a time interval d, b); 3) The ELK protocol tolerates a certain level of packet

the subscription fee may be an arbitrary function, gay o losses during key updates; however, none of the pro-
(Ter — xp1) X (Yer — yp1) % (b — a). A useru is allowed to read tocols can tolerate arbitrary large packet losses.

a broadcast from the LBS about a spatial coordiffatey) at 4) Updates to the state maintained by the KDC (key hier-
time ¢ if and only if zy; < < 2y, andyy, < y <y anda archy in LKH and ELK) have to be serialized, thereby,

<t<h. making it hard to replicate the KDC on multiple servers.

A common solution for controlling access in such services  This makes it difficult to handle bursty loads on the
is to encrypt the data and distribute the secret decryption KDC.
key (group key) only to the legitimate receivers. The geinera 5) These protocols are vulnerable to purpoffigdre group
approach is to use a key distribution center (KDC) for group  keys based denial of service (DoS) attacks from unau-
key management. A group is defined as a set of users that thorized users. Typically, these protocols use a counter
hold equivalent authorizations. A user may be a part of zero  to identify the group keys. Each time the group key is
(unauthorized user) or more groups. Group key managementis updated (say, due to a user join/leave), the counter is
complicated due to two reasons: (i) Group dynamics (a well  incremented. When an authorized user has a group key
studied problem in literature) because of users joining and identified by countee, and it receives a broadcast packet
leaving a group at any time. Scalable algorithm to manage that is encrypted with a future group key identified
one group is well studied in literature: GKMP [15], LKH by counterc’ > ¢, the user buffers the packet until it



6)

receives the key update messages corresponding to Hye(z) and M ACk (z) denote an encryption and a message
future group key. The unauthorized users can launehithentication code of a string respectively. Note that

a DoS attack on this buffer by flooding the broadcastll users can potentially receive the broadcast message. An
channel with packets that are purportedly encrypted withuthorized subscriber decrypts the payldads follows:

future group keys. R
As described above, an authorized user buffers packets
until it receives future group keys. This may cause large
delays and jitters in actually decrypting and deliver-
ing the plain-text broadcast data to the client, thereby
making this approach unsuitable for low-latency real-
time broadcast services (like, live audio/video telecon-
ference). Packet losses during key updates and the DoS

Receive the
MAC K. (P)).
plain-text.

A subscriber is authorized if it has a temporal autho-
rization for some time perioda, b) such thata < ¢ <

b. An authorized subscriber can compute the decryption
key Kt from K%°, decrypts the broadcast message to
obtain the payload® and checks its integrity.

broadcast messagét, FEx:.:(P),
Note that the time instant is in

attack described above further complicate this problemllhe property of the authorization kel ensures that one
Under the multi-dimensional authorization model, we usgan efficiently computek™* from K% if and only if a <
a simple and yet powerful key management protocol using< ». In the following section, we present an algorithm to
hierarchical key graphs [5], [8] with several features: efficiently and securely construct such keys using hieiaath
1) Number of groups managed by KDC@¥1). key graphs.
2) User join and leave cost is independent)\of .
3; Requ;res no key update messages and is thus triviaﬁy Key Management Algorithm
resilient to arbitrary packet losses in key updates. In this section, we describe techniques to construct keys

4) Allows the KDC to have a small, constant and statele&§ing hierarchical key graphs [8], [25], [5] that satisfyeth
storage that is independent &f andd. primitive described in Section II-A. We first introduce some
5) Allows dynamic and on-demand replication of KDQnotation and parameters used in our algorithm. (0efl’,... )
servers without requiring any interaction between thdenote the time horizon of interest. Lét seconds denote
replicas (no concurrency control for serializing updatd§e smallest time granularity of interest. Let time equak to
on KDC state). denote thet* time unit, where one unit time 3t seconds.
6) Resilient to purported future group key based Do@ur algorithms efficiently support temporal authorizatian
attacks from unauthorized users. very low granularities ¢ ~ 102 or 107%). We associate a
7) Incurs only a small and constant (no jitter) computaey K“*(S) as the authorization key that permits a useo
tional overhead and is thus suitable even for low laten@gcess a broadcast servien the time interval(a, ).
real-time broadcast services. We now construct a key tree that satisfies the property that
a useru can efficiently guesdg(®* from K if and only if a
Il. ONE-DIMENSIONAL AUTHORIZATION < t < b. Each element in the key tree is labeled with a time
, interval starting with the roof0, 7},,...). Each elementa, b)
A. Overview

in the key tree has two children labeled with time intervals
In this section, we present techniques for handling tempora, %) and (2% + 1,b). We associate a ke ®*(S) with
authorizations (one-dimensional) in broadcast servicethis every elementa, b) in the key tree. The keys associated with
scenario we assume that a user needs to subscribe (by payfiegelements of the key tree are derived recursively asvstlo
a fee) to access the broadcast service. Each subscript®on ha
a lifetime indicated by a time interval (a, b); note that b) 1)
could be different and highly fine grained for different user
subscriptions. When a user subscribes for a broadcast servic _
S from time (a, b) the service provider issues an authodgativhere H (K, z) denotes output of a pseudo-random function
key K’ to the user u. This ensures that: (PRF) keye.d. byi< for\{vhlch .the range is sufficiently large that
. Given Ko a useru can efficiently derivek®* if o < ¢ the probability of collision is .negllglble. T?e root of thek
b tree has a key computed using the KDC's sgcret master key
Gi ab i . . . MK andS is the name of the broadcast serviE& 7= ()
o Given K*° it is computationally infeasible for a user _ : b .
to quessk® if £ < a or t > b. = H(MK,S). Observe, that glvelf(_’_(S) one can derive all
keys{K"'(S): a <t < b}. Also, deriving the keyx**(S) for
The primitive described above helps us to construct a Veghy < ¢ < p from Kb(S) requires no more thalvg, 22
simple and efficient protocol for temporal access control Qfppjications off. Figure 1 illustrates the construction of our
broadcast services. At any given time instanthe service key tree assuming},... = 31 time units. We derivé®-31(5)
provider broadcasts a packet (of say, audio/video data) as— H(MK, S). Then, we comput&®15(S) = H(K%3(S5),0)
follows: and K'6:31(S) = H(K®31(S),1). One can recursively extend
« Get current time instant and computei®:*, this definition to any arbitrarily small time granularity tie
o Broadcast(t, Fxt.:(P), MACk:.:(P)). expense of additional key derivation cost.

a+b

K5 (S)
KQTH)—H’Z)(S)

H(K**(S),0)
H(K**(S),1)



N number of users
H PRF ot Num Keys | Time (uS)
X Xor operation one month 6 12.74
E encryption function one week 10 20.02
D decryption function one day 16 30.94
K key size in bits one hour 26 49.14
ni, o ELK parameters one minute 38 70.98
Trax total time period one second 48 89.18
rate message broadcast rate one millisec 68 125.58
ot time granularity
TABLE Il
TABLE | MAXIMUM NUMBER OF KEYS AND COMPUTATION TIME
NOTATION
b—a Num Keys | Time (us) KDC User
one month 21 40.04 Spl e N+ K K
one week 19 38.22 LKH GN - DK (log, N T DK
one day 16 35.49 ELK GN - DK (log, N + DK
et || o L T S 1
one second 1 21:84 STauth (max) K (2log, T;Sitam —2)K
STauth (avg) K log, 5% * K
TABLE Il
AVERAGE NUMBER OF KEYS AND COMPUTATION TIME WITH 6t = 1 TABLE IV
SECOND STORAGE COST

Forward/Backward Secrecy Collusion Resistancel Distributed KDC | KDC-User Channel| Reliable Key Update
Si npl e Yes Yes Yes unicast No
LKH Yes Yes No multicast No
ELK Yes Yes No multicast Yes
TAC Yes Yes Yes unicast Yes
STaut h Yes Yes Yes unicast Yes
TABLE V

SECURITY PROPERTIES

Join (KDC) Join (users) Terminate (KDC) Terminate (users) Msg (user)
Si npl e N x K N *x K N x K N x K -

LKH (logo N + 1)K (logo N +1) * N x K 2log, N * K 2log, N « N « K -

ELK (logo N + 1)K (logo N + 1) %« K (logo N — 1)(ny +n2) | (logog N —1) % (ny + n2) *x N -

TAC 3K 3K - - 5K
STauth (max) [ (2log, Tmaz — 2)K | (2log, Tmaz — 9K - - -
STaut h (avg) log, b;ta * K log, b&—ta * K - - -

TABLE VI

COMMUNICATION COST

Having described the construction of our key tree, we pigkto (r—1) log,. bg—t‘l subintervals. This is also a monotonically
an authorization key for any arbitrary time interval, ¢) as increasing function in- (for » > 2) and thus has a minimum
follows. One can show that any time interv@l,b) can be value atr = 2. However, as- increases the height of the key
partitioned into no more tham2log, T’g;w — 2 elements in tree Qogr(T’ggw )) decreases, that is, the cost of key derivation
the key tree. For example, given a time interya) 19), we decreases monotonically with However, since the PRH
partition the time interval into two subinterval§, 15) and is computationally inexpensive<(1us on a typical 900 MHz
(16,19) (see Figure 1). We provide temporal authorizatioRentium Ill processor), we focus our efforts on minimizing
for a time interval(8, 19) by issuing two authorization keysthe size of the authorization key rather than the key deamat
K&15(S) and K16:19(S). One can use proofs similar to that incost. Tables Il and 1ll show the maximum and the average
[5] to show that our algorithm for constructing authoripati number of keys and computation time required for different
keys indeed satisfies the required security property. values ofét for a time interval of one year using a binary
authorization key treer(= 2) respectively.

Cost Analysis. In general, if one uses &ary key tree { >
2), any range can always be subdivided into no more th . .
r(log,(fmaz) — 1) subinterval. One can show that this is a?:r'] Comparison with Other Approaches

monotonically increasing function in (for » > 2) and thus  In this section, we present an analytical comparison of
has a minimum value when= 2. One can also show that if our approach against other group key management protocols.
the time interval(a, b) were chosen uniformly and randomlySi npl e uses a keyK (u) for a useru. When the group key
from (0, T,....) then on an averagé,b) can be subdivided needs to be updated (because of some user joining or leaving




Join (KDC) Join (users) Terminate (KDC) Terminate (users) Msg (user)
Si npl e N x FE N x D N x F N x D D

LKH log, N(H + 3E) (logo N +1) * N % D 2log, N * E log, N * D D

ELK 22N —1)H + 2E + (loga N + )E - 8log, N * E log, N D + 5log, N * E D

TAC - - - 5H + D
STauth (max) (4log, Tmax — 9)H - - - Hlog, 222 + D
STauth (avg) (log, T”gt‘” + log, % — 1)H - - - —H log, (rate x §t) + D

TABLE VII

COMPUTATION COST

0-31 keys. We note that this is a one time communication cost in-
curred when a user subscribes to the system. TAC in0Q(t$
K”’“\ key derivation cost, in comparison @(log T") key derivation
cost incurred by our approach. We show below that using a
0-15 1631 key caching based approach one can reduce the amortized
key derivation cost t@(1) in our approach. On the flip side,
K015 K 1631 TAC incurs O(1) communication cost for key derivation. We
note that key derivation cost is incurred for every message
0-7 8-15 16-23 21-31 received by the user. TAC requires at le85tT" x loglog T')
public storage. Using a fine grained access control (say,
jKM KW\ ij’B\ szw = one second)]" for one year is abou8.15 x 107. Hence,
the cost of public storage may become prohibitively high; on
0-3 || 4-7 | [8-11| [12-15| 16-19]| [20-23| 24-27| 28-31 the other hand, our approach can support very fine granularit
(say,ét = 1us). While public storage may be made available to
KM OKRET KR KD RISE RS g K all users (authorized or not) without compromising on asces
control, the integrity and availability of public storageust
be guaranteed. For instance, the public storage may become
a target for DoS attacks; also, a compromised public storage
system may serve corrupted data, making it impossible for
the system), the KDC chooses a new random group key. Tlagitimate users to derive the decryption keys.
KDC sends one message per group membehat includes security Properties. Table V compares the properties of
the new group key encrypted with'(u). LKH [25] builds a different group key management approaches. Tke and
logical key hierarchy on the set of authorized users to etdark| K approach have a centralized key graph data structure that
the efficiency of the key update protoc&lK [21] introduces s non-trivial to be distributed amongst multiple KDCs. On
the Concepts of hints to enhance the eﬁ:iCiency of LKH prdtOthe other hand’ our approach can use mu|t|p|e KDC servers
and improve its resilience to arbitrary packet loss of kegaip by just sharing the read-only master k&K amongst them.
messages. Note that since all temporal authorization keys are delévab
Atallah et. al. [5], [7], [6] (henceforth referred to as TACfrom the master key/ K we do not require the KDC servers
in this paper) have proposed key management algorithms forshare and update a common data structure. This allows on-
handling temporal capabilities. Their approach presents demand creation of KDC server replicas to handle bursty KDC
alternate implementation of our high level protocol ddsedi traffic. Our approach does not require a key update protocol,
in Section II-A. Similar to our approach they use a directeghereby making it trivially tolerant to arbitrary packeskes in
acyclic graph (DAG) over the one-dimensional space (e.¢ey update messages. Finally, our approach does not require
time). The atomic primitive supported by their approachois ta multicast channel between the KDC and the user, since the
key derivation along a directed edge from a node with lapel KDC does not have to broadcast any key update messages to
to a node with label,. Each nodey in the graph is associatedthe users.
with a key K,; the keysK, are generated randomly for everyStorage Cost. Table IV compares the storage cost at the KDC
nodev. Given a directed edgg — [, is labeled with a public and the users for different approaches. Our approach esyuir
information y.,, = K, @ Fk,(l,), where F(s) denotes a the KDC to only store the master ke\ i (rest of the keys
family of pseudo-random functions on an input ké&y and can be computed on the fly). On the other hand, irLtkieand
string s. Given K,, and the public label, ., K. is derived the ELK approach the storage cost at the KDC grows linearly
as K, = Fk,(ly) © yu,. The authors propose using shoriyith the number of userd’. In our approach, the storage cost
cut edges to trade-off the size of public storage and the kay a user is on an average logarithmic in the length of the
derivation cost. subscription time interval.
On the positive side, TAC requires onty(1) keys to be Communication Cost. Table VI compares the communication
distributed to a user; while our approach requi@dog7’) cost at the KDC and the users for different key management

Fig. 1. Authorization Key Tree



protocols. The key advantage of our approach is that a kegr-packet key derivation cost is independent of the leofth

needs not be updated once it is given to the user. A joihe subscription interval — a (for reasonably large intervals
operation requires only an interaction between the KDC and, b)). Also, note that as-ate increases the per-packet key
the new user; a subscription terminate operation is cost frelerivation cost decreases.

One should note that the temporal authorization model $simpl

fies the user leave operation by a priori determining the time
interval (a, b). On the other hand,KH j oi n, LKH | eave and A. Overview

ELK I eave sendsO(log, V) size message to all the users |n this Section, we extend our key management algorithms
O(N); and ELK j oi n sendsO(log, N) size message only to operate on multi-dimensional authorization models. We
to the new user while compromising backward secrecy for gée |ocation based services (LBS) as a motivating example.
most onetime interval. Further, the KDC has to maintain they gcation based services broadcast information with spatia
set of active users in order to update the logical key hiésarctemporal validity, say, traffic information at the junctién, y)

data structure. at timet. An LBS service uses a spatial-temporal authorization
Computation Cost. Table VII compares the computationmodel as follows: A user subscribes for a spatial bounding
cost at the KDC and the users for different approaches. Qyy @or, Yoty Ter, Yer) and a time interval d, b). A useru
approach requires only simple PRF computations at the KQE ajlowed to read a broadcast from the LBS about a spatial
to handle a new user join. THe&KH j oi n, LKH | eave and coordinate(z, y) at timet if and only if z;; < 2 < a4, andyy;

ELK | eave needs to encrypt and update at le@tlog, N) <y <y, anda <t < b. Similar to the temporal authorization
keys in the key graph and broadcast a key update messaggjel, we associate a ke :verazemyerb with a spatial-

all the users. As described earlier our approach has zeto G@fnporal bounding boxat:, v, a, Tir, yir, b). We use a

for key update and user leaves. However, our approach incggadcast protocol that is very similar to that used in terapo

a small computation cost for processing broadcast packefgthorization model in Section Il. Each broadcast message
Given the time instant in the packet header, the user haﬁmludes( x, Y, t, Egewtant(P), MACKkoutowt(P) ).

to compute the keyk™* from an ?uthorizatioq keyK™"  Only an authorized subscriber can compute the encryption
(@ <t < b). This may requirelog, °5* applications ofH. ey g=w.tewt and thus decrypt the broadcast packetwe

Using standard cryptographic algorithms (say, HMAC-SHRonstruct the keys such that:
[16], [12] for H and AES-CBC-128 [20] forE), the cost

of key derivation will be about two orders of magnitude
smaller than that of encryption/decryption, thereby mgkin
this approach suitable for low latency real-time appliwagi
(like audio and video broadcast for a teleconference). @n th
other hand, low latency real-time applications that ugel

and ELK may experience large delays and unexpected jitters
due to key updates and packet losses during key updates @pKey Management Algorithm

plication packets need to be buffered until the user reseawve | ot ;s suppose that!, X2, --- X< denote thel orthogonal

updated key). Indeed an unauthorized subscriber (adygrs@fimensions. Without loss of generality we assume that the
may exploit this vulnerability to launch a denial of servicg,inimum and maximum values for a dimensions 0 and
attack (DoS) by flooding subscribers with applications pask y-i respectively. We construct a key tree starting from

that are purportedly encrypted withture group keys. We can o “root element( 0, ---, 0, X1 X2 d

max? mazxr mam)'

easily mitigate such an att.ack. in our approach by appendigs givide each elementx(!, X2, --- X9, X}, X2, -

a MAC (message authentication code)ACk«(P) to the X{) into 2¢ elements as follows. The bottom left corner
broadcast message. - _ _ of these2? bounding boxes can be compactly represented
Key C?achmg. One can additionally use a cr_;lch!ng mechamsgg a Cartesian product aéX?, x;+xg} x {X2, x§+x§}
described below to decrease the key derivation cost. Let us 4 Xixd @ 22 e 27
suppose that a user received a broadcast paekat timet. > -+ * {Xa, =5~*}. Each bounding box is for size

In the process of computing®* from its authorization key (% Xb;Xa, ngxu). Given the lower left corner
K** (a < t < b), the user computes several intermediatend the size of each bounding box, one can easily determine
keys K¢ (a < o <t < b < b). The user can cachethe top right corner. For each of thegé bounding boxes
these intermediate keys for future use. Say, the user wereme derive keys as followsf Xa' X Xot X)H X020 Xp! =
receive its next broadcast packBt at time ¢/, then the user H(JKXeXarXEXo X0 X e 60 ¢)), where &; = 0 if
could potentially compute<®'* from somek - such that X' = X! and¢; = 1 otherwise.

a<a <t<t <V <b. Indeed, this would require only Tables X, IX and VIII show the computation, communica-
log, b;‘l/ applications ofH (b’ —a’ < b—a). One can show tion and storage cost incurred by our approach. Note that the
that if the mean inter-packet arrival timej§t—e then, the mean costs tend to grow exponentially in the number of dimensions
per-packet key derivation cost drops teH log,(rate x 6t) d. For typical spatial-temporal based LBS applicatiahs; 3

(assuminggt < ——). An interesting observation is that theand thus the cost of our key management algorithms would be

rate

1. M ULTI-DIMENSIONAL AUTHORIZATION

o Given K®ovona:ziryirb g yseru can efficiently derive
K®vteyt for all xy < o < ay, andyy < y <y, and
a<t<hb.

o Given Keevvsnazeryirb it js computationally infeasible
for a useru to guessK®¥:H%Y:t if x < xy OF & > x4,
ory < yp OFy >y OFt <aort>b




KDC . ;Jser Join (KDC/User) Msg (user)
TAC (Xmaz loglog Xonaa) . 2% x K TAC 27+ K 2T [
ogg X 7
STaut h( max) K 24(2 * 721':1; £z X’"‘"i —1)* K STauth(nmax) | 27(2 « Sy 10i2 Nmaz _ 1)y K
_ 1,59 logy xt d -
STaut h(avg) K 24 1(44:4332L4ﬁ * K STaut h(avg) Qd_l(;iELgéggi)*l{
TABLE VIII TABLE IX
STORAGE COST COMMUNICATION COST
Join (KDC) Join (User) | Terminate (KDCluser) Msg (User)
TAC - - - 27« H+ D
4 o [ 4 logg at
STauth (nax) 2d(2 x Zi=11982 Xmaz _ 1y, g - - 9d(2x Za=110827 _4) g4 p
d_ 1o i d_ Tlog 2t d —
STauth (avg) | 2¢-1(Zi=11982Xmaes 4 Zicii08® _ ), py - - 29(2 « Zi=11982%cache _ 1) g 4 D
TABLE X

COMPUTATION COST

acceptably small. In the next section, we show the scatgbildently distributed probability density function that a satiber
and efficiency of our protocol over the group key managemesuibscribes for a ranga, s + ;) in thei**-dimension. Noting
protocol. Note that:* denotes the extent of an authorizatiohe fact two subscriptiongs, s + ;) and (r,r + ;) overlap
on thei’” domain and ! z2 <o, z? ) denotes if s —x; < r < s+ x;, the probability of overlap in the'"

cache’ “cache’ cache

the size of the smallest cached bounding box that includes ttimension is given byp = " (fi(s) * SeEEfi(r). For

d-dimensional coordinate in the broadcast message. the sake of simplicity let us suppose <<:X:in;x such that
. _ fi(s) can be approximated to linear function over the small
C. Comparison with Group Key Management Approaches range(s — x;, s + ;). In this case, the probability of overlap

Qualitative Comparison. In this section we compare ourcould be approximated top = 2z; * 3__ fi(s)*. Given that
approach with that of a group key management algorithm. Ia, fi(s) = 1, one can show thafp is minimal whenf;(s) =
group key management based approach, one would defineﬁj}?; for all s, that is, if f;(s) follows a uniform and random
set of users within @-dimensional bounding box as a groupdistribution. Observe that smaller the overlap lower isabst
For example, let us considerda1 spatial domain. Suppose afor group key management protocols.

useru; subscribes for a spatial range0, 30) then, we have In the following portion of this section, we assume a
one groupG = {u;}. Let us suppose that a new uses uniform and random subscription range distribution, namel
subscribes for a rang@5, 40), then we have three groupS;  best case scenario for group key management protocolsisin th
= {uy} (for the range(20, 25)), G2 = {u1, uz} (for the range case, the probability of overlap is approximatedil?% (if,
(25,30)), and G3 = {uz} (for the range(30,40)). Observe i _ i ). Note that ifz? > X .

max

ez then the probability of

that the KDC has to maintain more groups and group ke}ﬂ%erlap is one. The bounding boxes for a usemd a user/’
(computing and storage cost) as the number of SubsCriiersy g iap if their subscriptions overlap on all tHedimensions.

increases. The KDC also needs to update active subscrigs,ce the probability that the bounding box of a new user
(ke u1) with new groups and group keys (communication) o\ erjaps with some active usef is given by equation 2.

cost) as new users (likey) join the system. Additionally, therefore, the average number of active users whose group
the KDC has to maintain all subscriptions made by all acthgeys need to be updated &* Proye..
overtap-

subscribers in order to define groups and compute the key

updates. Our approach allows the KDC to $iateless and Hd (22) d i
ensures that the cost of a subscription is smalliadependent Proyeriap = dl# =94 H - (2)
of the number of subscriber§. As highlighted in Section II, [Tz (Xnaa) i=1 Xonaz

the stateless nature of our authorization service allow®us , o ]
distribute and replicate in demand to handle bursty loads. FOF €very useru’ whose subscription range overlaps with
Analytical Comparison. In this section, we analytically com- US€r u, the key server has to break up the bounding box

pare the communication cost incurred by the key managem

iip an average of2? sub-boxes. Figure 2 illustrates the

server using our approach and the group key managem‘é'fﬂéf'o” of new sub-boxes as new users join the system for
approach. Let us suppose that there Aractive subscribers & =2 dimensional domain. The size of the average key
in the system. When a new userjoins the system, the key UPdaté message for every overlapping useris 2° keys.
management server needs to update the group keys of all thbBgrefore, the total cost of a new user join using the group
users whose bounding box overlaps with that of usdret us K€Y management is given by Equation 3.

suppose that(', 22, - - -, %) denote the size of a subscription 4 .

range along thel-dimensions. COSt giom = 9l 4 N 5 24 H x 3)

%

Let us suppose thgf;(s) denotes an identical and indepen- =1 Xhaz
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Fig. 2. User Join: Group Key Management
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Fig. 3. Scalability Issue with Group Key Management Protscol
The cost of a new user join in our key management protocol LBS Server

d 7
costsrquin = 291 ziﬁ%. The ratio of the costs is given
by Equation 4.

i : 1, Broadcast n;
4) ) Network

d+1 d
2 ; * N *d . H :,U
Yiilogzt iy Xinas

COStgkm. : COStstquth =

Let us for the sake of simplicity suppose that the subseripti | 1, n, >'“s/
range along each dimensiori = x and the maximum sub- -
scription range along each dimensiof}, ., = Xq. Then

. —_ 4 - —
the ratio become% (me) Now, settingN = 10*, Se | 1S, 1S, (s ]S, |l s [|s]|]s,
d= = 0.1, we observe thabst g, costsiauth 1S
smaller than one only if > 2190, Tables XI and XIl show the  Fig. 4. Siena Broadcast Network: subscriber(S) and netwode(n)
maximum value ofr for d 3-dimensional domain such that

coStsiquth < COStgpm

Recall that the uniform and random dlstrlbuuon of the IV. EXPERIMENTAL EVALUATION
subscription range presents the best case scenario for the
group key management approach. However, a realistic Soenar We have implemented our key management algorithms on
wherein a large collection of users share common intere§&na publish-subscribe network [11]. Siena is a wide-area
is typically modeled using heavy tailed distributions. [Eab publish-subscribe network that allows events to be dissem-
XIII shows the largest subscription range such tat;..;, inated from a LBS server (publisher) to a geographically
< cost gy for three distributions: exponential, Gaussian anstattered group of subscribers. We used GT-ITM [28] topplog
Zipf distributions with various parameter values. Notetthayenerator to generate an Internet topology consisting of 63
these distributions are truncated and renormalized toahger nodes. The round trip times on these links varied frdfms
(0, X1naz ). Observe that as the standard deviation increasés,184ms with mean74ms and standard deviatidioms. We
the probability of overlap between two subscription range®nstructed a complete binary tree topology using 63 nodes.
decreases, thereby reducing the cost of the group key manajee tree’s root node acts as the LBS server, 32 leaf nodes act
ment algorithms. On the other hand, our approach is agnosi& subscribers and 30 nodes operate as routing nodes. We ran
to the distribution of user interests. Table Xl demont&sa our implementation of STauth on eight 8-processor sen@#ts (
the ability of our approach to handle large and fine grain€elPUs) (550 MHz Intel Pentium Ill Xeon processors running
domains and yet achieve significantly lower costs than tiRedHat Linux 9.0) connected via a high speed LAN. We
group key management approach. simulated the wide-area network delays obtained from the GT
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ITM topology generator (see figure 4). times.

All experimental results presented in this section wef®oS Attack. Figure 7 shows the jitter (standard deviation in
averaged over 5 independent runs. We simulated a spatiater-packet arrival times) in LBS broadcasts. The jitteded
temporal space of volume 1024 1024 x 1024. The size by our key management protocol even when under a DoS
of a subscription range (along each dimension) was chosgtack (purported future key based DoS attack) is only a few
using a Gaussian distribution with mean 256 and a standagts of millisecond, which is less than 3% of the mean latency
deviation 64. The subscription boxes (left bottom corner) f On the other hand, the jitter incurred by traditional grogy k
the spatial coordinates were chosen using a two dimension@gnagement protocols even in the absence of DoS attacks is
Gaussian distribution centered at coordinate (512, 51Bjlew about 22% and that under a DoS attack is about 200%. This
that for the temporal coordinate was chosen uniformly amgearly demonstrates the vulnerability of traditional gpdkey
randomly over (0, 1024). Each LBS broadcast message waanagement protocols to the purported future key based DoS
assumed to be of size 1 KB. attack.

In this section we show three experimental results. We first
demonstrate the scalability problems in group key managéme
protocols by measuring the number of groups that need to V. RELATED WORK
be managed by the KDC. Second, we measure the overhead
of our algorithms over the insecure LBS system in terms of Group key management protocols using a centralized server
its throughput and latency. Third, we demonstrate the loapproach that distributes group keys using unicast was pro-
jitter and purported future keys based DoS attack resiéienposed in [15]. lolus improves the scalability of this appioa
properties of our protocols in comparison with the group kaysing distributed hierarchical key servers [18]. Sevemal a
management protocols. thors have attempted to use multicast routers to improve the
Scalability. Figure 3 demonstrates the lack of scalability iperformance of key distribution algorithms [19]. Since rthe
traditional group key management protocols. The figure showignificant amount of work has been done in this field using
the number of groups that need to be managed by the K@ concept of a logical key hierarchy [14]. Several papé}s [
versus the number of subscribeds for different values of [23], [24], [26], [17], [9], [10], [21] have developed intest-
dimensionality d. Even for 32 subscribers, the number ofng optimization techniques to enhance the performance and
managed groups may be of the order16f with d = 3. Our scalability of group key management protocols on multicast
simulation results indicate that even for a modest set oD100etworks. Some extensions to operate on unreliable msitica
subscribers the number of managed groups could be aboli@nnels are proposed in [21], [27]. A detailed survey along
o112 with comparisons amongst various group key management
Throughput and Latency. Figures 5 and 6 show the through-{protocols is described in [22].
put and latency of LBS broadcasts respectively. We observen this paper we have demonstrated the scalability and
that the throughput loss due to our key management algoritiperformance issues when using group key management pro-
is very small when compared to the insecure Siena netwot&cols with flexible spatial-temporal authorization madehd
The increase in latency due to our key management algoritipmoposed key management algorithms to handle them. Our key
can be attributed almost entirely to the encryption andygecr management algorithms fall under the category of hieraethi
tion costs; the key management costs account to less than I derivation algorithms [17]. Such algorithms have been
of the overhead. Traditional group key management prosocalommonly used in the field of file systems to support access
on the other hand incur significant drop in throughput (62.5%ontrol graphs [13], [5]. Our approach builds on the hasa tre
for N = 32) and increase in latency as the number dfased approach suggested in the MARKS protocol [8] and
subscribers increase (52% far = 32). Our simulation results thus incurs ndeave cost when a user’s authorization expires,
indicate that forV = 1000 subscribers, the throughput coulénd thejoin cost is independent of the number of users in the
drop is about 99.96% and the increase in latency is about 1gi&tem.



In this paper we have presented STauth, a scalable key
management algorithm for enforcing spatial-temporal 8ECE,y

VI. CONCLUSION

control on public broadcast services. Unlike traditionadup

key management approaches, we exploit the spatial-teinpd?al

authorization model to construct authorization keys usi

losses, vulnerability to certain DoS attacks, and susodipti

to jitters and delays. We have described a prototype im-
plementation and experimental evaluation that demomrstrat

our performance and scalability benefits, while presertireg
security guarantees.
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