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Abstract—! Secure media broadcast over the Internet poses common example of a dynamic attribute is time. A coarse gahin

unique security challenges. One important problem for public access control mechanism would be abstractly represested a
broadcast Location-Based Services (LBS) is to enforce access(o, 1} matrix M: U x D, whereU is the set of users and

control on a large number of subscribers. In such a system a D is the set of data items andlf(u,d) = 1 = userw in U

user typically subscribes to a LBS for atime interval (a,b) and data itehin D. | ial setti |
a spatial region (zs1, yer, Tirs yer) according to a 3-dimensional CaN access data itemin D. In a commercial setting, severa

spatial-temporal authorization model. In this paper, we argue Services are of the type: pay-per-view streaming data, peay-
that current approaches to access control using key manageme limited time online games, etc. In such cases the accessotont
protocols are not scalable. Our proposal STauth minimizes the matrix M has to be expanded to include a dynamic attribute,
number of keys which needs to be distributed and is thus scalable namely, timet. There are other scenarios wherein the spatial
to a large number of subscribers and the dimensionality of the tripute may be of interest. For example, in a militaryisgtta

authorization model. We also demonstrate applications of our : . . ; P
algorithm to quantified-temporal access control (usingV and map showing current military installations at strategicatons

3 quantifications) and partial order tree based authorization May be considered highly sensitive. Hence, users may beetimi
models. We describe two implementations of our key manage- access only to smaller portions of the map or lower qualitpsna
ment protocols on two diverse platforms: a broadcast service as appropriate the user ’s role(s) and mission objectives.
operating on top of a publish/subscribe infrastructure and an A common solution for enforcing fine grained access in such
extension to Google maps API to support quality (resolution) seryices is to encrypt the data and distribute the secreydian
based access control. We analytl_qally and _experlmentally show key (group key) only to the legitimate receivers. The gehera
that the performance and scalability benefits of our approach ) S
over traditional key management approaches. approach is to use a kt_ey dlsFrlbutlon center (KDC) for groap k _
_ ) management. A group is defined as a set of users that hold-equiv
Index Terms—Location based Services, Access Control, Key glent authorizations. A user may be a part of zero (unawkdri
Management, Scalability & Performance user) or more groups. Group key management is complicated du
to two reasons: (i) Group dynamics (a well studied problem in
[. INTRODUCTION literature) because of users joining and leaving a groupngt a

The ubiquitous nature of the Internet has resulted in widéme. Scalable algorithm to managee group is well studied
spread growth and deployment of location based serviceSLBN literature: GKMP [21], LKH [31], [20], ELK [26]. These al-
[2], [4], [5]. LBS (as the name indicates) provide infornoati gorithms provide optimized solutions for a KDC to update the
with spatial-temporal validity to potentially resourcenstrained 9roup key on member join and leave (subscription terminatio
wireless and mobile subscribers. Example services incl(ijle events to ensure that a user is able to decrypt the data only
list all Italian restaurants in midtown Atlanta, (i) cuntetraffic When it is a member of the group of authorized users. (i) karg
conditions at the junction gfeach tree parkway andpeach humber of groups (new problem specific to LBS-like services)
tree circle, (iii) cheapest gas station in downtown AtlantdJsing a spatial-temporal authorization model, each unitiath
today. Secure LBS over an open channel such as the InternePtadcast by a LBS may be destined to a potentially different
a wireless broadcast medium poses unique security chakienget of subscribers. Hence, the number of such sets of shbeeri
LBS typically use a payment based subscription model using @roups) may in the worst case be exponential (power set) in
dimensional spatial-temporal authorization as followspdying the number of subscribers. This largely limits the scaigybof
useru subscribes for a spatial bounding box,( s, ztr, yir) traditional group key management protocols in the contdxt o
and a time intervald| b); the subscription fee may be an arbitran}-BS.
function, say fee o« (ztr — )X (yer — ypt)x (b — a). A user In this paper we propose STauth a secure, scalable and ef-

u is allowed to read a broadcast from the LBS about a spatfiient key management protocol for LBS-like services. Sffau
coordinate(z, y) at timet if and only if z; < = < a4 andy, Minimizes the number of keys which needs to be distributed

<y <y anda < t < b. and is thus scalable to a much higher number of subscribers

Several authors have argued that coarse grained access is?i@ the dimensionality of the authorization model. We uée
sufficient in several applications where the data/servicesided to denote the number of active users in the system ard

has dynamic attributes that determine its sensitivity [g], One denote the dimensionality of an authorization model (fstance,
the spatial-temporal authorization model discussed atev&
1A preliminary version of this paper appears in IEEE INFOCONP: dimensionalz, y, t)).

http://www.research.ibm.com/people/i/liyengar/Infoconpd In a group key management based approach, one would define



the set of users within @-dimensional bounding box as a group. In the rest of this paper, we first describe a scalable key man-
Suppose a usei; subscribes for a = 1 spatial rang€20,30) agement algorithm for temporal access control. We compare o
then, we have one grou@¥ = {u;}. Let us suppose that a newalgorithm analytically against other key management élgms
useruy subscribes for a ranges, 40), then we have three groups:and show that our approach offers significant performancke an
G1 = {uy} (for the rangg20, 25)), G2 = {u1, uz} (for the range scalability benefits. We demonstrate four applications wf al-
(25,30)), andG3 = {uz} (for the range(30,40)). Observe that gorithm. First, we extend our algorithm to operate on qdanti
the group key management server has to not only maintain maegion operators like/ and 3 and demonstrate its usefulness to
keys (computing and storage cost) as the number of substiibe quantified-temporal access control. Second, we descriten-ex
increases, but also update keys at one or more existingrépdasc  sions to handle multi-dimensional authorization modelg.(spatial-
as new users join/leave the network. Below, we briefly sunmear temporal access control). Third, present constructionsufgport
the drawbacks of using existing key management protocals foartial order trees based authorization models (e.g.iadgptality

location based services. access control). We sketch a prototype implementation of ou
1) In the worst case, KDC managex2"V) groups. proposal on a publish/subscribe broadcast service andagesalts
2) User join and leave requires the KDC to broadeagt®® «  performance and scalability against traditional group eynage-
N) key update message. ment approaches and more recent proposals in key management

3) The ELK protocol tolerates a certain level of packet Isss@lgorithms for Geo-Spatial access control ([7], [9], [8)e also
during key updates; however, none of the protocols calescribe a prototype implementation of spatial-qualityess con-
tolerate arbitrary large packet losses. trol using Google maps API that demonstrates ease of use and

4) Updates to the state maintained by the KDC (key hierarclgployability of our approach.
in LKH and ELK) have to be serialized, thereby, making it The rest of this paper is organized as follows. Section I$@nés
hard to replicate the KDC on multiple servers. This make@ur algorithms for temporal authorization in multimedizoéd-
it difficult to handle bursty loads on the KDC. cast services. Sections Ill, IV and V presents our techridaoe

5) These protocols are vulnerable to purporfatlire group constructing quantifications, multi-dimensional authations and
keys based denial of service (DoS) attacks from unauthartial order trees respectively. Section VIl discussesescelated
rized users. Typically, these protocols use a counter to-idevork followed by a conclusion in Section VIl
tify the group keys. Each time the group key is updated (say,
due to a user join/leave), the counter is incremented. When Il. TEMPORAL AUTHORIZATION
an authorized user has a group key identified by countgr overview
¢, and it receives a broadcast packet that is encrypted WIthln this section, we present techniques for handling tenipora

a future group key |d_er_1t|f|ed _by countef > c, the user authorizations (one-dimensional) in broadcast servitesthis
buffers the packet until it receives the key update messages . . . .

! ._Sctenario we assume that a user needs to subscribe (by paying
corresponding to the future group key. The unauthorize

] - a fee) to access the broadcast service. Each subscript®m ha

users can launch a DoS attack on this buffer by floodi L S i

the broadcast channel with packets that are purporteﬂje“memd'ca@d byalltlme |r_1terval @ b ); note tiatb) COU.IO! be
ferent and highly fine grained for different user subgtons.

encrypteq with future group kgys. .. When a user subscribes for a broadcast service S from time (a,
6) As described above, an authorized user buffers packéts u . . . o b

. . . the service provider issues an authorization k&¥” to the

it receives future group keys. This may cause large dela . )
Ser u. This ensures that:

and jitters in actually decrypting and delivering the ptain ; ab . i
text broadcast data to the client, thereby making this ap-* Given K“” a useru can efficiently derivex™" if « < ¢ <
proach unsuitable for low-latency real-time broadcast ser g ab e . . .
vices (like, live audio/video teleconference). Packestss * Gven Ktt it is computationally infeasible for a userto
during key updates and the DoS attack described above 9UESSK™" if & <aort >o.
further complicate this problem. The primitive described above helps us to construct a venplsi

Under the multi-dimensional authorization model, we use &d efficient protocol for temporal access control on breatiser-

simple and yet powerful key management protocol using higfices. At any given timg in§tamt the service provider broadcasts
archical key graphs [7], [12] with several features: a packet? (of say, audio/video data) as follows:

1) Number of groups managed by KDCGx(1). o Get current time instant and computei-t.

2) User join and leave cost is independent\of « Broadcast(t, .« (P), MACK«:(P)).

3) Requires no key update messages and is thus trivially #x (x) and M ACk (z) denote an encryption and a message au-
silient to arbitrary packet losses in key updates. thentication code of a string respectively. Note that all users

4) Allows the KDC to have a small, constant and stateles&n potentially receive the broadcast message. An audtbsiab-
storage that is independent &f andd. scriber decrypts the payload as follows:

5) Allows dynamic and on-demand replication of KDC servers « Receive the broadcast message .« (P), M AC k.« (P)).
without requiring any interaction between the replicas (no  Note that the time instantis in plain-text.
concurrency control for serializing updates on KDC state). « A subscriber is authorized if it has a temporal authorizatio

6) Resilient to purported future group key based DoS attacks for some time perioda, b) such thata < ¢t < b. An autho-
from unauthorized users. rized subscriber can compute the decryption k&y’ from

7) Incurs only a small and constant (no jitter) computationa  K%° decrypts the broadcast message to obtain the payload
overhead and is thus suitable even for low latency real-time P and checks its integrity.
broadcast services.



The property of the authorization key®® ensures that one can 0-31
efficiently computex®* from K*? if and only if a < ¢ < b. In

the following section, we present an algorithm to efficigrathd KA
securely construct such keys using hierarchical key graphs
Algorithm 1: Key Derivation 0-15 16-31
Input: ¢, K" 0,15 1631
Output: K** K ke
DERIVE(t, K*?)
) ift<aort>h 0-7 8-15 16-23 24-31
2) return L Ko7 K 16,23 2431
i a KS,IS
@ il J N
@) if t=mid
5) S 0-3 | | 4-7 | |8-11] [12-15] [16-19| [20-23| 24-27| 28-31
(6) if t < mi% , K03 K47 RS RIZ gia1s ILB a427 851
(7) Kamid H(Ka’ 70)
a,mid
(8) return DERIVE(t, K ) Fig. 1. Authorization Key Tree
9) else
(20) KmidtLb H(Ka’b,‘l) KDC user
(11) return DERIVE(t, K4+ 1.0) Sinmple N+ K K
LKA 2N - DK (og, N+ DK
ELK 2N - DK (ogo N ¥ DK
B. Key Management Algorithm STauth (avg) K log, 5%« K
In this section, we describe techniques to construct keygyus TABLE IV
hierarchical key graphs [12], [31], [7] that satisfy therpitive STORAGE COST

described in Section II-A. We first introduce some notatiow a
parameters used in our algorithm. L@t 75,4, ) denote the time
horizon of interest. Left seconds denote the smallest time gran-
ularity of interest. Let time equal to denote thet*" time unit,

where one unit time =t seconds. Our algorithms efficiently
support temporal authorization at very low granularitiés {

1072 or 10~%). We associate a kel ®?(S) as the authorization

key that permits a user to access a broadcast servigen the interval into two subinterval$s, 15) and (16,19) (see Figure 1).

time interval(a, b). . L e
We now construct a key tree that satisfies the property th\é\llte prowde temporal authorization for a time interya) 19) by

At 16,1
a useru can efficiently guess<®? from K*? if and only if a ISsuing two authorization key&™'?(s) and K1%1%(5).
< t < b. Each element in the key tree is labeled with a tim8ecurity Analysis.We present a security analysis of our protocol
interval starting with the roof0, Tnae). Each elementa,b) in  using the following cryptographic gamg&l auth:
the key tree has two children labeled with time inter\(al,s“%b) Setup: The KDC generates a randopmbit private master key
and(“T*b +1,b). We associate a kel **(S) with every element MK and outputs a public security parameteand a PRFH:
(a,b) in the key tree. The keys associated with the elements {f, 1} x {0,1}* — {0,1}".
the key tree are derived recursively as follows: Query: Subscriber adaptively issues= poly(p) queries to the
. ath u KDC for time intervalS(a;, b;) (0 < i < g and(a;, b;) # (0, Timaz))-
f(b’ > (5) H(K™"(S),0) (1) The KDC returnsik®:-b for the ™" query.
K= Ty = H(K“(9),1) Challenge: Subscriber picks ¢ (a;,b;) (for any 0< i < ¢). The

; tt
whereH (K, z) denotes output of a pseudo-random function (PR DLS ;e:;:;i)r?] r;rt]ds?rq:] peormt;tnatlt(;’n _(F;éhigf cﬁaﬁihwehset[ﬁe
keyed by K for which the range is sufficiently large that the 9 gp. g

e S . subscriber to distinguish betwedi"* and R in the output.
probability of collision is negligible. The root of the kesete has . - . . i
a key computed using the KDC's secret master kéy and S Let dist(K, R) denote the probability with which a PPT (Prob

) 0 T ~ abilistic Poly Time) subscriber can distinguish kéy from a
gtfzgr\?:?\iltogf]i:/g%{gg?gf 2?1tes(?£1|\:|k:jéerive éﬁ)k;yglé%f;)sz random bit stringR (of equal lengths). We note that for any
<t < b}. Also, deriving the keyk™* () for anya < ¢ < b frc;m (a,b) = anc(a;,b;), whereanc denotes an ancestor of the node
ab & require g - b—a i ya =i = | (ai, b;) in the authorization key tree, the subscriber can trivially
Iih (‘i) rﬁqwres nolmo_rtt:]thz?]ngé 5t _apgtlcfatlonzggl.?go- distinguishx** from R (by deriving K% from K®); hence,

f . m L Shows an aigor .m or deriving'" from - Flgure dist(K“’b,R) = 1. Trivially, given K% for any range(a;, b;),

1 illustrates the construction of our key tree assumihg., =31 . 0. T us _ : ab

time units. We derives?:31(S) = H(M K, S). Then, we compute dist(K> e, ) = 1. We hypothesize that ady*:” (where(a, b)
Pt : 08 (S) 0, and K16=31&S).: H(I}O*P’I(S) N is an ancestor ofa;,b;)) is secure against key recovery, while
One can recursively ext;end this definition to any arbityacsi;*nal.l it fails to satisfy key indistinguishability [18]. Howevewe note

. . " T that only the leaf nodes in the authorization key tree (ngmel
time granularity at the expense of additional key derivatost. y ! uthonizat y (ngm

Having described the construction of our key tree, we pick an
authorization key for any arbitrary time interval, ) as follows.
One can show that any time intervéd, b) can bepartitioned
into no more than2log, % — 2 elements in the key tree.

For example, given a time intervés, 19), we partition the time




N number of users

H PRF

X Xor operation

E encryption function

D decryption function

K key size in bits
ni, no ELK parameters
Tmax total time period
rate message broadcast rate

ot time granularity

5t Num Keys [ Time (us) b—a Num Keys [ Time (us)
one month 6 12.74 one month 21 40.04
one week 10 20.02 one week 19 38.22
one day 16 30.94 one day 16 35.49
one hour 26 49.14 one hour 11 30.94
one minute 38 70.98 one minute 5 25.48
one second 48 89.18 one second 1 21.84

one millisec 68 125.58 TABLE Il
TABLE Il AVERAGE NUMBER OF KEYS AND

TABLE | MAXIMUM NUMBER OF KEYS AND COMPUTATION TIME COMPUTATION TIME WITH 8t = 1 SECOND
NOTATION
Forward/Backward Secrecy Collusion Resistance Distributed KDC | KDC-User Channel| Reliable Key Update
Si npl e Yes Yes Yes unicast No
LKH Yes Yes No multicast No
ELK Yes Yes No multicast Yes
TAC Yes Yes Yes unicast Yes
STaut h Yes Yes Yes unicast Yes
TABLE V
SECURITY PROPERTIES
Join (KDC) Join (users) Terminate (KDC) Terminate (users) Msg (user)
Si npl e N *x K N *x K N *x K N x K -
LKH (logo N + 1)K (logo N + 1) * N x K 2logy, N * K 2log, N * N * K -
ELK (logo N + 1)K (logo N +1) * K (logo N — 1)(ny +n2) | (logg N —1) % (ng +n2) *x N -
TAC 3K 3K - - 5K
STauth (max) [ (2log, Tmaz — 2)K | (2log, Tmaz — 9K - - -
STauth (avg) log, bgt“ * K log, bgt“ * K - - -
TABLE VI
COMMUNICATION CoST
Join (KDC) Join (users) Terminate (KDC) Terminate (users) Msg (user)
Si npl e N x FE N x D N x FE N * D D
LKH log, N(H + 3E) (log, N+ 1)« N+ D | 2log, N+ E log, N * D D
ELK 22N — 1)H + 2E + (log, N + )E - 8log, N*E | logy N+ D +5log, N x E D
TAC - B - B 5H + D
STaut h (nmax) (4log, Tmax — 2)H - - - Hlog, 222 + D
STauth (avg) (log, % + log, b;t”’ — 1)H - - - —H log, (rate x §t) + D
TABLE VI
COMPUTATION COST
0-31 recovery (KR) and key indistinguishability (KI) wher®" is
revealed to the subscriber.
kR The advantage for an subscrib&iv gy, is defined agist(K?,
R). Let Advpgrpr denote the advantage for an subscriber against
0-15 16-31 a pseudo-random functioH defined using the following crypto-
KR Kl graphic gamePRF
Setup: The KDC generates a privajebit key K and outputs a
public security parametes and a PRFH: {0,1}” x {0,1}* —
0-7 8-15 p
{0,1}”.
Reveal KI Query: Subscriber adaptively issues= poly(p) queries to the

Fig. 2.

Key Recovery and Key Indistinguishability Set of revealed keys:

{K0:7}, Keys resistant to recoverik R = {K0:15, K031} and Keys that

are indistinguishable from randofg 7 = { K815, K16:31 ...

K%Y are used for encrypting broadcast messages. Hence,

}

challenge phase attempts to establish key indistinguiktyadmly

for those encryption keys (note that composability withusec

encryption algorithm requires that the encryption keysgakey
indistinguishability). Figure 2 shows keys that are resisto key

KDC for inputszxg, xa, - - -
for the it" query.
Challenge: The subscriber picks ¢ {z;} and the KDC returns
a random permutation of the sg¢y, R} such thaty = H(K,z),
where R is a random bit string. The KDC challenges the sub-
$geber to distinguish betweepand R in the output.

Theorem 2.1: For any PPT adversaryidvstouih < Tmaz *
Advprr, WhereT,q. is the size of the temporal dimension.

Proof: Let A denote a PPT algorithm that distinguisties®

and R with probability Advsr,.:1,. Let us consider a simple case
With Taz = 2. We have three key& !, K00 = H(K"1 0)

,2q—1. The KDC returng; = H(K, z;)



and K11 = H(K®! 1). Let us suppose in the query phase ofequiresO(logT’) keys. We note that this is a one time com-
STauth game, the subscriber queries &1’ In the challenge munication cost incurred when a user subscribes to therayste
phase, the subscriber pickss 1 and is presented with a randomTAC incurs O(1) key derivation cost, in comparison @(log T")
permutation of the sefK''!, R}. It is easy to see that if the key derivation cost incurred by our approach. We show betai t
subscriber can use algorithrh to distinguishk ! from R with  using a key caching based approach one can reduce the atortiz
probability Advsr.uin, then it can defealPRF game with at key derivation cost t@(1) in our approach.

least the same probability, nameldvprr > AdvsTauin- ONE On the flip side, TAC incursD(1) communication cost for
can use proof techniques similar to [18] to show tHdv s,  key derivation. While TAC does not have to communicate with
is no more thanddvprr amplified by the maximum number of the KDC to derive a key, it does require access to autherticat
keys queried in theSTauth game (maz). The proof details are ‘public information’ (namely, labels on directed edges &CJ) in
outside the scope of this paper. m order to derive keys. This public information could be ®tad
Cost Analysis.In general, if one usesrmaary key tree{ > 2), any by a subscriber once-for-all when she joins the network oamn
range can always be subdivided into no more bk(amg,.(T’g;m )— on-demand basis. In either approach, the amortized conuauni
1) subinterval. One can show that this is a monotonically iasre tion cost to pull out public information per derived key isI{(
ing function inr (for » > 2) and thus has a minimum valueln contrast STauth requires no public information and thas n
whenr = 2. One can also show that if the time interv@l, b) communication cost for key derivation.

were chosen uniformly and randomly frof@, Th,.2) then on an  TAC requires at leasD (T x loglog T") public storage. Using a
averagda, b) can be subdivided intg-—1) log,. bg—t‘l subintervals. fine grained access control (say,= one second)]i,q. for one
This is also a monotonically increasing functionsir(for » > 2) year is abouB.15 * 107. Hence, the cost of public storage may
and thus has a minimum valueat= 2. However, as- increases become prohibitively high; on the other hand, our approaa c
the height of the key treeldgT(TngI )) decreases, that is, thesupport very fine granularity (sayt = 1us). While public storage
cost of key derivation decreases monotonically wittHowever, may be made available to all users (authorized or not) withou
since the PRFH is computationally inexpensive<(1us on a compromising on access control, the integrity and avditgtof
typical 900 MHz Pentium 11l processor), we focus our effortpublic storage must be guaranteed. For instance, the mibliage

on minimizing the size of the authorization key rather thee t may become a target for DoS attacks; also, a compromisedtpubl
key derivation cost. Tables Il and Il show the maximum andtorage system may serve corrupted data, making it imgedsib
the average number of keys and computation time required fegitimate users to derive the decryption keys.

different values obt for a time interval of one year using a binaryS
authorization key treer(= 2) respectively.

ecurity Properties. Table V compares the properties of different
group key management approaches. TKél and ELK approach
. . have a centralized key graph data structure that is noiadtrio
C. Comparison with Other Approaches be distributed amongst multiple KDCs. On the other hand, our
In this section, we present an analytical comparison of oapproach can use multiple KDC servers by just sharing theé-rea
approach against other group key management protdsiall e only master keyM K amongst them. Note that since all temporal
uses a keyK (u) for a useru. When the group key needs to beauthorization keys are derivable from the master Réy< we
updated (because of some user joining or leaving the systew) not require the KDC servers to share and update a common
the KDC chooses a new random group key. The KDC sends agteta structure. This allows on-demand creation of KDC serve
message per group memberthat includes the new group keyreplicas to handle bursty KDC traffic. Our approach does not
encrypted withK (u). LKH [31] builds a logical key hierarchy require a key update protocol, thereby making it triviathjerant
on the set of authorized users to enhance the efficiency of tieearbitrary packet losses in key update messages. Firally,
key update protocoELK [26] introduces the concepts of hints toapproach does not require a multicast channel between th@ KD
enhance the efficiency of LKH protocol and improve its resitie and the user, since the KDC does not have to broadcast any key
to arbitrary packet loss of key update messages. update messages to the users.

_Atallah et. al. [7], [3], [8] (henceforth referred to_ as TAG i Storage Cost.Table IV compares the storage cost at the KDC
this paper) have proposed key management algorithms for han

dling temporal capabilities. Their approach presents tarradte irg)dcﬂzs gf}?rss,{g:edlfgir?;sgff acrll?s(.r;?ro??ﬁ;osghsﬁgze
implementation of our high level protocol described in 8stt y ey Y

[I-A. Similar to our approach they use a directed acyclicpgra computed on the fly). On the other hand, in tikH and theELK

(DAG) over the one-dimensional space (e.g.: time). The momapproach the storage cost at the KDC grows linearly with the

L . . . number of usersV. In our approach, the storage cost at a user is
primitive supported by their approach is to derive a key glan o o

. . . on an average logarithmic in the length of the subscriptioret
directed edge from a node with lablel to a node with label,. .
Each node in the graph is associated with a k&y,; the keysK, interval
are generated randomly for every nadésiven a directed edge  Communication Cost. Table VI compares the communication
— 1, is labeled with a public informatiop.., = Kv & Fg,(lv), cost at the KDC and the users for different key management
where Fi (s) denotes a family of pseudo-random functions on gorotocols. The key advantage of our approach is that a kegsnee
input key K and strings. Given K, and the public labe}. ., K, not be updated once it is given to the user. A join operation
is derived asKy = Fx, (lv) ® yu,». The authors propose usingrequires only an interaction between the KDC and the new; user
short cut edges to trade-off the size of public storage aakély a subscription terminate operation is cost free. One shoatd
derivation cost. that the temporal authorization model simplifies the usewde

On the positive side, TAC requires onty(1) keys to be dis- operation by a priori determining the time interval,b). On
tributed when a new user joins the network; while our appnoathe other hand,.KH j oi n, LKH | eave andELK | eave sends



O(logy N) size message to all the usep§N); andELK joi n  a useru satisfies ed-temporal access control rulé,(beg, end)
send(log, N) size message only to the new user while comprdf its temporal authorizations holdfr some time instantt €
mising backward secrecy for at most otime interval. Further, (beg, end).

the KDC has to maintain the set of active users in order totgpda In the context of broadcast services, we assume that evétry un
the logical key hierarchy data structure. of broadcast data (say an objecor a file f) is tagged with a

uantified-temporal access control rule. We also assuniettba

Computation Cost. Table VII compares the computation cost agroadcast data is encrvoted with a randomlv chosen secvet ke
the KDC and the users for different approaches. Our approach yp y cye

requires only simple PRF computations at the KDC to handl&¢"¢X" Now, we require the encrypted broadcast data be made
a new user join. TheKH j oi n, LKH | eave andELK | eave publicly available to all subscribers. However, the dataudth

needs to encrypt and update at le@stog, N) keys in the key be _inFeIIigibIe to a user only if its tempor_al authori_zati(m b_)
graph and broadcast a key update message to all the users> %?sSf'es the quantlfled-temporal constraint asso_mat_etd tine
described earlier our approach has zero cost for key upchate ga a O_bserve that a userwith a _temporal authquzatlo(n,b)
user leaves. However, our approach incurs a small compaotat®®" Sa“.Sfy a, beg, end) constraint if and only ifa < beg <
cost for processing broadcast packets. Given the timerinsia "¢ = ¥ and satify ag, beg, end) constraint if and only if & >

beg A a < end).
the packet header, the user has to compute theikeyfrom an - . . .
P P b—a In our key management algorithm, we associate an authoriza-

thorization keyk®® (a < ¢t < b). This may requir . ) e .
Z;plic():ati?)nz Of;y Usinéasga rf d?irg)cryp'i) grzghiiq;gi;)itgﬁmgt (sayion key AK®® with a time interval(a,b). We associate an en-
X Cryption key EK "> with a V-temporal constrainty( beg, end)

HMAC-SHA [23], [17] for H and AES-CBC-128 [25] forE), Jab .
the cost of key derivation will be about two orders of magaétu :Egof:[e(ment \gr'gtloiol}itsen;imlrgl foonssércatlilgﬁl ng’bﬁg:()j.caoal':z;d
smaller than that of encryption/decryption, thereby mgkihis with a quantified-access control constraiat lieg, end) (g € {V,

roach suitable for low latency real-tim licatioli - . ; -
3Epa?1?jcvi§gc:?)t:§adoca§t fo?t:te(::I)t/acgﬁf;reﬁczg)poza:hoénfm(au h 3)) is encrypted with an encryption keggi "7, Only an
' " authorized user can derive the encryption Kek "9 from

low latency real-time applications that u&&H and ELK may . o

. y pp - | y its authorization keyA K" and thus decrypt the broadcast data.
experience large delays and unexpected jitters due to op We construct the authorization keyk®? and the encryption keys
and packet losses during key updates (application paclestd nEKV’a’b and EK 2% such that:

to be buffered until the user receives an updated key). thdee ) o ) o
unauthorized subscriber (adversary) may exploit thisenahility ~ ¢ Given an authorization key&lg Z ; @ useru can efficiently
to launch a denial of service attack (DoS) by flooding substs derive any encryption kefr K77 if a < beg < end <
with applications packets that are purportedly encryptéti fu- b-_ o - .
ture group keys. We can easily mitigate such an attack in our® Given an authorization kel /" it should be ngﬂpUt%tl_On-
approach by appending a MAC (message authentication code) @lly infeasible to derive any encryption keyrk ™" if

MACk+:(P) to the broadcast message. beg <aVend>b. b -
_ - _ ] « Given an authorization ket K*°, a useru can efficiently
Key Caching. One can additionally use a caching mechanism de-  gerive any encryption keyg K=t¢9:-¢nd if ) > peg A o <

scribed below to decrease the key derivation cost. Let uscse end.

that a user received a broadcast padkett timet. In the process  , Gijven an authorization keyt K it should be computation-
of computingK** from its authorization keyx*® (a < t < b), ally infeasible to derive any encryption keyk 3-t¢-<nd if
the user computes several intermediate kKVsb (a <d <t b < beg V a > end.

< b’ < b). The user can cache these intermediate keys for future
use. Say, the user were to receive its next brogol/cast p&dkat B. Kev Mana t Algorithm
time ¢, then the user could potentially computé ¢ from some & 9 g' )

K%Y suchthate < o/ <t <t < ¥ <b. Indeed, this would 1) V-Temporal Authorization: We observe that &-temporal

require onlylog, b’&a’ applications offf (' —a’ < b—a). One can constraint reduces to that of a simple temporal access alontr

show that if the mean inter-packet arrival time-ig— then, the constraint wherbeg = end =t (see Section Il). We leverage

mean per-packet key derivation cost drops-td log, (rate « 5t) the same key management algorithm described in Sectlo}n Il as
. . . . . T 1 1 1 1 a,o

(assuminggt < —L-). An interesting observation is that the perfollows. Given a time intervala, b) the authorization keyl K

. ? .. — b s ; ;
packet key derivation cost is independent of the length ef tiF /X" is constructed using the same key management algorithm
subscription intervab — a (for reasonably large intervalg, b)). @S that described in Section Il. Now, we generate the eriorypt

. 0 V,beg,end
Also, note that as.ate increases the per-packet key derivatiokey EK """ as follows. Let(begy, endy), - -, (begn, endn)
cost decreases. minimally partition the rang&beg, end), such that(beg;, end;)
(for all 1 < ¢ < n) are elements on the key tree. Now we
I1l. QUANTIFICATIONS construct the encryption key as shown in Equation 2. For @kam
. EK—V,O,H - KO’7 @ K—S,ll
A. Overview :

In this section, we present an application of our key man- Fbegend _ éKbegi,endi )
agement algorithm to handle universal and existential Gfica: i—

tions over the temporal domain. We motivate our algorithingis . o b
quantified-temporal access control on broadcast datacniafity, Observe that given an authorization KQY( ™ such t_hah S bfﬂ
a vV-temporal access control constraint is specified using eethrs end < b, an authorized user can efficiently deriygg e

tuple: (7, beg, end). A useru satisfies this constraint if it temporal (for all 1 < @ < n) sincéa < beg < beg; < end; < end §01b5'
authorization holdsor all time instantg € (beg, end). Similarly, 0" €xample, an authorized usemwith authorization keyk™



can derivek %7 = H(K%' 0), K%' = H(H(K%'%,1),0), and the encryption key (Kb¢9:-¢"?:)) from K*® (and thus from the
encryption keyp K¥:0:11 = 07 g g811 authorization keyAK=%?). Also, for noi, (a,b) € (beg;, end;),

Let us consider an unauthorized usér A user«’ is unautho- that is, the elementbeg;, end;) is not an ancestor of the element
rized if the temporal authorization for usef fails for some time (a,b) on the authorization key tree, and thus the authorizatign ke
instantt € (beg, end). From the temporal authorization modelAK=*? does not include the encryption key( K ¢9:-cndi) A
(Section Il) it is evident that it should be computationaiyea- similar argument holds for the second case beg.
sible for the user’ to guessk®*. Hence, it should be computa-
tionally infeasible for the user’ to guessk®%-¢"% such that C. Comparison with Group Key Management Approaches
beg; <t < end; and 1< j < n. Note that such a exists sincéeg We compare the cost of our key management algorithm with
<t < end and(beg;, end;) partitions the rangéeg, end). Hence, the group key management approaches. Tables VIII, IX and X
without knowing K¢95-¢"4i it is infeasible for the unauthorzed shows the costs for our key management algorithm. The sgcuri
usery’ to guess the encryption kelyk 7-beg-end, properties of our approach is identical to that of Table Vs&fe

2) 3-Temporal Authorization: We now focus on thé3, beg, end) that the storage, communication and computation costsnaadl s
access control constraints. We leverage the same key nraeagie and independent of the number of users in the system. Also, th
algorithm described in Section Il to handleemporal constraints key derivation cost is very small when compared to the de@yp
as follows. Let us suppose that a users authorized for some cost, thereby ensuring that our approach adds only a smato)
time interval (a,b). For the sake of simplicity, let us supposeoverhead.
that (a,b) exactly matches an element in the authorization key The group key management protocols define a groups based
tree in Section II. If not the algorithm described below dkou on the quantified-temporal access control constrgirtieg, end).
be duplicated for every partition @, b) in the authorization key When a uset’s temporal authorization begins to satisfy the con-
tree. Let(a1,b1), --- (am,bm) denote the ancestors of elemenstraint (g, beg, end) the user is added to the group; and when the
(a,b) on the authorization key tree wittuy,b1) = (0, Tmax). temporal authorization begins to fail the constraintbeg, end)
Now, the authorization key for time intervéd, b) is constructed the user is removed from the group. Hence, the number of group
as shown in Equation 3. For example, the authorization key fequals the number of constraints and average size of a usgp gr
time interval (0, 15) is AK>015 = (K015 p(KO31)}, for a (7, beg, end) constraint isy  "@(0=)-(cnd=be9).0) gnq
(b—a)+(end—beg) as-

AKTab — gob pganhy L pgambm) ®) that .for a @, beg, end) constraint iSN SR
suming(a, b) and (beg, end) are chosen uniformly and randomly

whereF is a one-way collision free hash function. The encryptiofrom (0, Tina2). The per-group management cost for group key
key for a broadcast data with access control const(diteg, end) management protocols has already been described in Séktion
is constructed as shown in Equation 4. L@tg:,endy), ---, Evidently, quantification based constraints exacerbaectist of
(begn, endy,) minimally partition the rangébeg, end), such that group key management based protocols by requiring the KDC to
(beg;, end;) (for all 1 < i < n) are elements on the key tree. Fomanage multiple groups with large number of overlappingsise
example, the encryption keys for a access control const(ajn amongst these groups.
0, 11) isEK 01 = (F(KYT), F(K®1h)}.

EKH,beg,end _ F([{begl,endl)7 . ’F(Kbegn,endn) (4)

IV. MULTI-DIMENSIONAL AUTHORIZATION
A. Overview

The encryption keyrandy for the broadcast data is randomly In this Section, we extend our key management algorithms to
chosen andandg is encrypted using key encryption keys fromoperate on multi-dimensional authorization models. Irs théc-
EKZte9:end and broadcast along with the data. An authorizetion, we use location based services (LBS) as a motivating ex
useru with AK=%1 = (K915 p(K931)} can computek®” ample. Location based services provide information withtis-
from the authorization key<?:'5. It can then useF(K") to temporal validity, say, traffic information at the junctigm, y)
decrypt the filef’s metadata and obtain the file encryption ket time¢. An LBS service uses a spatial-temporal authorization
K(f). model as follows: A uset subscribes for a spatial bounding box
One can easily observe that the authorization Ke¥=®" (zy;, ypi, e, i) @and a time intervald, b). A useru is allowed
satisfies the following property: Given any eleménty) in the to read a broadcast from the LBS about a spatial coordinatg
authorization tree such that< = < y < b, an usef, can compute at time¢ if and only if zp; < 2z < x4 andyy < y <y anda
H(Kemaneyy for all ancestors(ancz,ancy) of the element < ¢ <.
(z,y) on the authorization key tree. Recall that a usesatisfies Similar to the temporal authorization model, we associdteya
the constraintd, beg, end) if and only if there exists a time instant K ¢t ¥v1-%:er-Yir:b with a spatial-temporal bounding box, vy,
t € (beg,end) N (a,b). Since,t € (a,b), the usern can compute a, z¢r, yir, b). We use a broadcast protocol that is very similar
F(Keethanct2)) for all ancestorganctl, anct2) of the element to that used in temporal authorization model in Section II. A
(t,t). Sincet € (beg, end), there exists a partition of (beg,end) broadcast includéz, y, t, Exe.v.t.e.v.t (P)). Only an authorized
such thatt € (begj,end;) (1 < j < n), that is, (beg;, end;) is  subscriber can compute the encryption Ke§j-¥"*¥! and thus
an ancestor of the elemeft ¢) in the authorization tree. Hence,decrypt the broadcast packet We construct the keys such that:

the useru can compute the encryption key(k?¢%-cndi), o Given K®v:versa:Ziryirsb g ysery can efficiently derive

Let us consider an unauthorized usér A userv’ is unautho- K®9529t for all 2 < o < x4 andyy; < y < yir anda
rized ifa > end V b < beg. Let us consider the first cage> end. <t <b.
Hence, for all partitions ofbegi, endy), --- (begn,endy,) of the o Given Kov¥oi:a:ryenb it js computationally infeasible for
range(beg, end), b > a > end;. Therefore, for na, (beg;, end;) € a useru to guesskK® VYt if 1 < @y OF & > @y OF Yy <

(a,b), that is, it is infeasible to guegs®®9:¢"4: (and thus guess Y1 OFy > yp OF t < a OF ¢ > b.



KDC user Join (KDC) Join (user) Leave (KDC/user)
vV (max) K | (2log, m;w — 1)K V (max) | (2log, M;” —2)K | (2log, M;” —2)K -
v (an) K (Ing 5t ) K v (an) (1052 5t “)K (Ing 5t “) K -
3 (max) K | (4log, mtw - 3)K 3 (max) | (4log, Tmaz —3)K [ (4log, mtar - 3)K -
3 (avg) K | (2xlog, =2 + DK 3 (avg) [ (2xlog, 5% + 1)K [ (2xlog, =2 + DK -
TABLE VIl TABLE IX
QUANTIFICATIONS: STORAGE COST QUANTIFICATIONS: COMMUNICATION COST
Join (KDC) Join (user) | Leave (KDC/user) Key Derivation
v _(max) (41og, Tmaz — o) [ - - (41og, bt —2)H
v_(avg) (log, Tz + 10g2 S —DH - - (log, 5 + 10g2 % - 1)H
3 (max) (Glog mazr — 3) [ - - (log, =2 + 1)H
3 (avg) (log,, "””" +2*10g2 = s ) H - - (logy (b — a) — log, |(a, b) N (beg, end)| + 1)H
TABLE X
QUANTIFICATIONS: COMPUTATION COST
KDC User Join (KDC/User) Msg (user)
TAC (Xmaz 10g10g Xpmaz)? - 27« K TAC T K 2T T L ¢
STaut h(max) K 212« Bzt Xiee 1)y k¢ | [Tray () | 22« Zi=r i Xnas 1y i -
STaut h(avg) K 24~ 1(#) * K STaut h( avg) 2d—l(zg:1;(’52 K .
TABLE X TABLE XII
STORAGE COST COMMUNICATION COST
Join (KDC) Join (User) | Terminate (KDC/user) Msg (User)
TAC - - - 27« H+D
STauth (max) 22« Tt 2 Xiae _ ), g - - pi(2s Zimlomel 4y gy p
STauth (avg) | 20~ (Ei=1082Ximas 4 Niilose’ )y - - 24(2*%71)*H+D
TABLE Xl
COMPUTATION COST
B. Ke)/ Management Al gorithm Distribution Parameter T
Let us suppose thax®, X2, --- X? denote thel orthogonal Exponential T = 00X nan 2
domains. Without loss of generality we assume that the minim Eigggg:x: = ggmz 2272
and maximum values from a domaiis 0 and X7}, .. respectively. Gaussian | 5 = 05X.man, 0 = 0.0 man | 2708
We construct a key tree starting from the root elemento( Gaussian | 4= 05X a2, 0 = 0. maw | 2777
L0, Xhaw, Xvaz -+ X%as). We divide each elementx(, Gaussian | 4 =05Xmos, 0 =08Kmas [ 277
X2, - x4, xt, X2, -+ X{) into 2¢ elements as follows. i:g: 1;%?11 =
The bottom left corner of thesz® bounding boxes can be com- Zipf y=05 22
pactly represented as a cartesian product{asi, M} X TABLE XVI
(x2, X2+X5} x oox {xd, XotXi }. Each bounding box d=3,N =102, £2— =0.1
is for size (X —Xa Xb .5 . Xb a) Given the lower
left corner and the S|ze of each boundlng box, one can easily
determine the top right corner. For each of thegeboundlng
boxes we derive keys as follows:Xa X XXX X A
= H(KXaXar XOX0 X0 X e eo o g)), whereg; = 0 if 0-(28-1)
X! = x} and¢; = 1 otherwise. /Ko’zg'\
Tables XllII, Xl and XI show the computation, communication ;
and storage cost incurred by our approach. Note that thes cost 0_(P7_1) ,,7_(2’8_1)
tend to grow exponentially in the number of dimensiahsFor T T
typical spatial-temporal based LBS applicatiodss 3 and thus /&02 * B
the cost of our key management algorithms would be accegptabl D E F G
small. Note thate® denotes the extent of an authorization on the 0-(25-1)|  |p5(28-1)] |26-(3*25-1) 27(3*26.1)
i'" domain and icache' m?ache' e T cache) denotes the size of o2 k22261 ebamia K27 st

the smallest cached bounding box that includesitdenensional
coordinate in the broadcast message.

Fig. 4.

Partial Order Trees



8 N T % T
i R 10 | 112 0.01 1
11 10 3.03 0.05 4
3]s 5 @ pa 107 [ 2™ 0.1 2T®
1 — | S E 107 [ 2% 0.15_| 27
5 e 10° | 27699 020 | 2™
) o _ ) _ TABLE XIV TABLE XV
{1} {1,2.3).{3.4.5)  {L.2,3,5.6}.{3,4,5.6,7,9.10}, {6.7.8,10, 11} d=3, x2—=0.1 d=3,N = 10°
Fig. 3. User Join: Group Key Management
C. Comparison with Group Key Management Approaches the group key management is given by Equation 6.
In this section we compare our approach with that of a group d
key management algorithm. In a group key management based ap costglom = 2%« N x 24 H T (6)
proach, one would define the set of users withi#+dimensional i=1""ar

bounding box as a group. For example, let us considérh The cost of a new user join in our key management protocol is
spatial domain. Suppose a user subscribes for a spatial range,,q; =~ = 9d—1 Efi:l(ilogwl_ The ratio of the costs is given by
(20, 30) then, we have one grou@ = {u;}. Let us suppose Equation 7.
that a new usery subscribes for a rang@5, 40), then we have
three groupsGy = {u1} (for the range(20, 25)), G2 = {u1, u2} 20ty Nwd & o

_ oSt gl * COStour = - H . ©)
(for the range(25, 30)), andGs = {uz} (for the range(30, 40)). Z?:1 logai = Xhax
Observe that the group key management server has to not only e .
maintain more keys (computing and storage cost) as the numblgt us suppose that the subscription range along each diomens
of subscribersv increases. The server also needs to update active™ © @nd the maximum subscription ran%elalong each dimen-
subscribers, like:;, with new group keys (communication cost)Sion X}, = Xmaz-. Then the ratio becomegslzgiz]v* (XfaT) :
as new users join the system. Additionally, the key servertba Now, settingv = 10%, d = 3 and +%— = 0.1, we observe that

" - ’ . . Xomax
maintain all subscriptions made by all active subscribersrder cost g costour is Smaller than one only if > 2'%°. Tables XIV

to determine the key updates. Our approach allows the kegiserang XV shows the maximum value af for d = 3-dimensional

to bestateless and ensures that the cost of a subscription is sSm@bmain such thatostou, < costyp,y, for different values ofN

and independent of the number of subscriber¥. The stateless gng .z

nature of our authorization service allows us to distribatel One should note that the uniform and random distribution of

replicate iton demand to handle bursty loads. the subscription range’ over the X/, favors the group key
In this section, we analytically compare the communicatio,rhanagement approach since it largely reduces the protyabili

cost incurred by the key management server using our agproggerliap (Equation 5). However, a realistic scenario wireadarge

and the group key management approach. Let us suppose Blections of users share common interests is typicallylefed

there areN active subscribers in the system. When a new usgging auto-correlated or heavy tailed distributions. &alNVI

u joins the system, the key management server needs to Updgws the largest subscription range such thato,, < cost gy,

the group keys of all those users whose bounding box overlags three distributions: exponential, gaussian and zigfriiutions

with that of useru. Let us suppose that{, z°, ---, =) denote jth various parameter values. Note that these distribstiare

the average size of a subscription range alongdtaémensions. tryncated and renormalized to the rar@eX,,.q.). Observe that

The subscription range along ti€" dimension is assumed t0as the standard deviation increases, the probability oflaye

be chosen uniformly and randomly from (&,..). Hence, the petween two subscription ranges decreases, thereby neplthe

probability that a subscription range of the new useoverlaps cost of the group key management algorithms. On the othet,han

with an active usew’ in the i*" dimension is2*— (if, 2' < our approach is agnostic to the distribution of user intsré&able

XZ;QM)_ Note that ifz’ > ngw then the probability of overlap XV demonstrates the ability of our approach to handle |arge
is one. The bounding boxes for a userand a user/ overlap fine grained domains and yet achieve significantly lower scost

if their subscriptions overlap on all thedimensions. Hence, the than the group key management approach.
probability that the bounding box of a new useoverlaps with

some active uset’ is given by equation 5. Therefore, the key V. PARTIAL ORDER TREES
update cost iSV* Proyeriap- A. Overview
d i d i So far, we have studied applications of our key management
[I,20) _ aqy = e . : .
Provertap = =g~ =2 i (5) to multi-dimensional domains wherein each domain has a well
[Tz (Xmnaz) i=1 " max defined total order. One can easily extend our algorithm &r-op

For every usex/ whose subscription range overlaps with uger at€ on domains that only have a partial order defined on them.
the key server has to break up the bounding box into an avefagd//e motivate an application of our algorithm using spatiaigy
2 sub-boxes. Figure 3 illustrates the creation of new sulegox@CCess control on services like Google Earth. Informalpatio-
are new users join the system fora2 dimensional domain. The Auality authorization is specified by a five tupleif, s, vtr, yer,

size of the average key update message for every overlapparg 9> Where €u, yui, zir, yir) denotes the spatial bounding box,
" is 2¢ keys. Therefore, the total cost of a new user join usin’d¢ denotes a quality of the image. Typically, one can build a
partial order tree on the quality by moderating the resolution,



10

smoothness of the image. A satellite image of the Earth lmastd (z € PO) as the probability distribution of user subscriptionsrove
by a public service should be intelligible to a user only iéththe partially ordered domairO.
coordinates of the broadcasted image is withig),(yu;, Ttr, yir)
and the image quality’ < ¢, where< is overloaded to operate Provertap = Z O (Z f)+ Z Fw) ®)
on the partial order defined on the quality domain. velo vse v

Similar to the multi-dimensional authorization model, we a Then, following the same lines of argument as in Section IV
sociate a keyK v ¥enTerYird with a spatial-quality bounding (Using d = 1), one can show that cost ratio of our approach
box @y, ybis Ttr, yir, ). We use a broadcast protocol similar tdcostour) to the group key management approaesstyy,,) is:
Section Il. A broadcast packet includés vy, ¢, Exz.v.2.v.a (P)). ©

Only an authorized subscriber can compute the decryptign ke COSt gl * COStour =
z,Y,%,Y,9

K and thus decrypt the broadcast packetie construct wheres is the average height of the partial order tree. The cost

ratio as shown in Equation 9 attains a minimum value when

the keys such that:
%rovermp is minimum. Evidently this is achieved when for any

o Given K#v-¥ei:TersYird g yser, can efficiently derivex™¥-*¥»
’ . .
for all 2, <z < a4 andyy <y <y @andq’ < gq. y € PO such thate # y, neitherz < y or y < . Hence,Pri",

i Tbl,Ybl s TtrYtr,q 1 I - . ; .
o Given K*vi-vor-TerYirsd jt should be computationally infea is given byPr7in, = ZzEPO ()2, Given thaty™, po f(z)

sible for a usen: to guessK'”’yv“"y’ql if 2 <ayOre > x4y _ min . L
OF 4 < yp OF g > yor OF g > ¢ =1, one can show thalr 0y achle\_/es_ an absolutg minima
bl Jtr ' when f(z) is uniformly and randomly distributed, that i§(x) =
1

0] for all z € PO, where|PO| denotes the size of the partial

order domainPO. The absolute minimar'i"ima is given by

2% N % Proverlap
K

B. Key Management Algorithm

. ) ) z
The key idea of our approach is to map the partial order trggminima _ 1 overtap
into a totally ordered numeric range, 2° — 1), wheres is a suffi-  {{0ever. :I:tgsuming that no twe, y ¢ PO are related by

ciently large integer. Leto denote the root element in the partiakpo operator< and using a uniform and random distribution
order. If the partial order has more than one root element vy f(z) may not be realistic. We relax the first constraint and

follow the same procedure for every such maximal root elémeRssyme that(x) is uniform and random and that the partial order

We associate a totally ordered numeric range with every @emqe is ar-ary tree of heights. One can show thal>, _. f(y)

in the partial order. First, we associate the raf@e® — 1) with  _ _log, [PO| ; _ ploa, POI—d(@)+1_4 d y:‘”d

the root element,. We define a minimal submissive set for ever)(;’ i=d(x) - =T an Zy>x fly) = (x)_'

elementz in the partial order domaiO asminSub(z): hered(z) denotes thg .depth of in th? partial Order.c((r.oot) -
0). Hence, the probability of overlap inra-ary tree is given by

sub(z) = {y: z>y} Equation 10.
minSub(z) = {y:y € sub(z) A (By € sub(z),y’ >y)} log, |[PO|  ;  |POlsr—t'o1
i ) ) Py tree Z r % r—1 +1
We partition the range associated withfor each elementy overlap - ~ |PO| | PO
€ minSub(z). Let (x4, x,) denote the range associated with =
the elementz. We partition this range int@!'ogz [minSub()]] = 2log,i1|312)0|| 1. 10g7'|‘1500|£+ L10)

equally sized sub-ranges and associate a distinct sule-naitg
every elemeny € minSub(z). We repeat this process recursivelyobserve that this probability Blog,. |[PO| — 1 times larger than
starting from the root element, and its associated range, 2° — the absolute minima. Note that asincreases, the probability
1). The range assignment maintains the propertythaty if and of overlap decreases. However, the height ofraary tree is
only if zo < ya < yp < z,. Figure 4 illustrates range assignmeng = log,. |[PO|. Plugging this into Equation 9 the cost ratio be-
for a small partial order domain € {4, B, ---, H} such that4 tween the group key management protocols and our approach is
> {B,C}, B> {D, E, F} andC > {H}. oSt gl :COSLour & %. Observe that the cost ratio is indepen-
We associate a ke “+*» with the element:. We derive this dent of the parameter.
key from the root key, namelix 2" ~, using the same recursive Now, we relax the second constraint and assume that, no
formulae shown in Equation 1. This key derivation ensureg the PO are related by the operatet while using non-uniform
KY+% can be efficiently derived fronf®«*¢ if and only if distributions (like truncated Geometric, discrete appr@tion
za < ya < yp < x,. Combining this with our assignment ofto Gaussian and Zipf) for the functiof. Table XVIII summa-
ranges to each element in the partial order tree, one can tstaow rizes our results for different parameters of these distidgns for
KYa% can be efficiently derived fronk®=-%¢ if and only ify < N=100 and|PO| = 100. Observe that as the standard deviation
z in the partial order domain. Figure 4 shows the assignment ibtreases, the probability of overlap between two subtorip
authorization keys in a partial order domain. Table XVIlsisdhe decreases, thereby reducing the cost of the group key marenge
computation cost of our approach, whet@:) denotes the depth algorithms. One the other hand, our approach incurs a small
of z € PO on the partial order tree; note that the computatioand a constant (nearly) cost that is completely agnostichéo t
and storage cost at both the KDC and usekKis distribution of user subscriptions.

C. Comparison with Group Key Management Approaches VI. EXPERIMENTAL EVALUATION

A cost analysis for our key management algorithm on partial e have implemented our key management algorithms on Siena
domains is similar to that for a totally ordered domain. Weneo Publish-subscribe network [15]. Siena is a wide-area hbli
pute the probability that the subscription of a new usewerlaps subscribe network that allows events to be disseminatesh fro
with some active user’ asPr,,q,1qp in Equation 8. We usg(z) @ LBS server (publisher) to a geographically scattered mrafu
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Join (KDC) Join (User) | Leave (KDC/User) Msg (User)
(‘max) Maz,cpod(z) x H - - Maz,ecpod(x) x H+ D
(avg) | Y ,cpold(=) « f(w)) * H > < ((dly) —d(@)) * f(y)) xH+ D
TABLE XVII
COMPUTATION COST
Distributiqn . Parameter costgkm : COStour Distribution Parameter COStghm : COStour
Geometric 5 = 001PO| 199 Gaussian | p = 0.5PO0], o = 0.1 PO| 162
Geometric % =0.1PO]| 30.4 Gaussian | p =0.5PO][, 0 =0.5PO]| 50
Geometric + = 05PO]| 6.7 Zipf ~=0.01 8.4
Geometric I =1PO] 2.1 Zipf v=01 12.8
Gaussian | p = 0.5P0], o = 0.040P0] 296 Zipf 7 =05 80
TABLE XVIII
N =102, |PO| =100
— 900 — ‘ 2048 ‘ ‘ ‘ ‘ ‘ ‘
9 siena’ —+— s
@ 850 'stauth-d=1’ 1024 o ®— 3
] L stauth-d=3’ siena’ —+—
o 800 512 ’staulh-r;]ogos’ —x—
2 = 'stauth-dos’ —5—
3 g 70f T 256 'gsk?nl{nodgz’ e
] = 700 3 ‘gkm-dos’
2 E = 128
S < 650 1 £ 4
8 2 e00| % 3
5 'siena’ —+— 8 ssor > 3
2 1007 stauth-d=1 —x— 500 | 16
2 ‘stauth-d=3' —8—
o S0r gkm-d=1' —e— 450 b i 8
= gkm-d=3' —e—
0 : : : : : 400 ‘ : : : : : 4 ‘ : : : : :
0 5 10 15 20 25 30 0 5 10 15 20 25 30 0 5 10 15 20 25 30

Number of Subscribers Number of Subscribers Number of Subscribers

Fig. 6. Throughput Vs Number of Subscribers Fig. 7. Latency Vs Number of Subscribers Fig. 8. Resilience to DoS Attacks

65536

standard deviation 64. The subscription boxes (left bottomer)

for the spatial coordinates were chosen using a two dimeakio
Gaussian distribution centered at coordinate (512, 51Rjpvthat

for the temporal coordinate was chosen uniformly and rarigom
over (0, 1024). Each LBS broadcast message was assumed to be
of size 1 KB.

In this section we show two experimental results. First, we
compare our proposals with traditional group key managémen
approaches: we demonstrate the scalability problems impgro
key management protocols by measuring the number of groups
that need to be managed by the KDC; we measure the overhead
of our algorithms over the insecure LBS system in terms of its
throughput and latency; and we demonstrate the low jittel an
purported future keys based DoS attack resilience prasedf
an Internet topology consisting of 63 nodes. The round ine$ our protocols in comparison with the group ke_y managememt pr

tocols. Second, we compare our approach with recently gexbo

on these links varied from@4ms to 184ms with mean74ms and kev man ment algorithms 71, 191. 181 for temporal and
standard deviatios0ms. We constructed a complete binary tregcy Mmanagement algorithms (7. 3], [ ] or temporal and -geo
%atlal access control. Third, we describe an implemeamtatf

topology using 63 nodes. The tree’s root node acts as the LB . . - .
server, 32 leaf nodes act as subscribers and 30 nodes opsrat ur spatial-quality key management algorithms using theg&o

routing nodes. We ran our implementation of STauth on eight Faps_API. We show t_hat our_approa_ch incurs minimal on page
processor servers (64 CPUs) (550 MHz Intel Pentium Il Xeoﬁad time while enforcing spatial-quality access contioinoaps.
processors running RedHat Linux 9.0) connected via a higedp
LAN. We simulated the wide-area network delays obtainechfroA. Group Key Management Protocols
the GT-ITM topology generator. Scalability. Figure 5 demonstrates the lack of scalability in tra-
All experimental results presented in this section wereayed ditional group key management protocols. The figure shows th
over five independent runs; each run represents an hour beng gumber of groups that need to be managed by the KDC versus the
periment on our publish/subscribe network that measurgsug& number of subscriberd for different values of dimensionality.
performance metrics such as throughput and response tiree. #Ven for 32 subscribers, the number of managed groups may be
simulated a spatial-temporal space of volume 1624024 x  of the order ofl0* with d = 3. Our analysis indicates that even for
1024. The size of a subscription range (along each dimensienmodest set of 1000 subscribers the number of managed groups
was chosen using a Gaussian distribution with mean 256 andald be aboup!!Z,

16384 [
4096 |
1024 |
256 |-
64 |-
16 |

Number of KDC Managed Groups

10 15 20 25 30
Number of Subscribers

0 5 35

Fig. 5. Scalability Issue with Group Key Management Protscol

subscribers. We used GT-ITM [34] topology generator to gatee
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function load() {
GEvent . addLi stener (map, "click", function() {

Throughput and Latency. Figures 6 and 7 show the throughput

and latency of LBS broadcasts respectively. We observetttieat IILeft Qick = ZoomIn

H H var center = map.getCenter(); var zoom = map.get Zoon{) + 1;
throughput loss due to our 'key management algorithm IS VeIY [l undngeoxtconter zo0m authBon)) (
small when Compared to the insecure Siena network. Thedrere var dKey = deriveKey(center, zoom;
in latency due to our key management algorithm can be atérbu i"jf;;:;‘y’z;‘mjg:jz;ef&:;;;" //gets encrypted file
almost entirely to the encryption and decryption costs; kag al ert(*Integrity check on map failed"):

management costs account to less than 12% of the overhead. } e'se {
alert("No auth key found for zoomlevel: " + ...)

Traditional group key management protocols on the othedhan , ,,
incur significant drop in throughput (62.5% fav = 32) and

increase in latency as the number of subscribers increas (5| " |\ sweroi e = e o1 eraveroreria

for N = 32). Our simulation results indicate that faf = 1000 //Get encrypted tile imge: center = (X, Y) and zoom = Z
subscribers, the throughput could drop is about 99.96% hed t o et gy ason o conterypti -2} -x}-{¥}-png’
increase in latency is about 140 times. map. addver | ay(ti | eLayer Over| ay) ;

}
DoS Attack. Figure 8 shows the jitter (standard deviation in
(body onl oad="1oad()" onunl oad="GUnl oad()")

inter-packet arrival times) in LBS broadcasts. The jittelded (v 1z mmp styl oot dih: 256pc hel ght: 256mc") (/i v)
by our key management protocol even when under a DoS attacks body)

(purported future key based DoS attack) is only a few tensibf Mgjg 16, Spatial-Quality Access Control using Google Mayi:AlavaScript
lisecond, which is less than 3% of the mean latency. On therotiCode Snippets

hand, the jitter incurred by traditional group key manageime

protocols even in the absence of DoS attacks is about 22% and

that under a DoS attack is about 200%. This clearly demoestra©00gle maps [3]. Recall that a spatial-quality authoraatis

the vulnerability of traditional group key management poois specified by a five tupleizt;, yp, tr, yer, q), Where &y, ypr,

to the purported future key based DoS attack. ztr, y¢r) denotes the spatial bounding box, andenotes quality
(of the map in this scenario). We implemented STauth using
JavaScripts (AJAX model) which exports three interfaees:ean

B. Temporal and Geo-Spatial Access Control -
. . .. boundi ngBox (coordinates, quality, authBox): checks If(coordi nat es,
In this section, we compare our key management algorithms

ith other hi hical kev derivati laorith quality) of a tile file belongs to the client’s spatial-quality au-
with other hierarchical key derivation algorithms (TAC [19], thorization boXaut hBox, key deriveKey (coordinates, quality):

[8])- derives the decryption key for a given coordinate and qualipl,
Number of Keys. Figure 9 shows the number of keys maintaine@nd bool ean decrypt I nage (map, key): decrypts the map image
by a subscriber (incurred by bo8Taut h andTAC). We observe usingkey.

that the number of subscriber keys incurred by #&C is a Before we describe our implementation, we provide a brief
constant while that in theTaut h approach grows logarithmically overview of Google maps. There are three coordinates in [Boog
with the size of the dimensioX ... Hence, TAC requires a maps: tile, pixel and zoom level. Google map divides therenti
subscriber to maintain fewer keys. Figure 13 shows the size Barth into multiple square tiles. Each tile consists of 2366
public storage incurred bJAC; note thatSTaut h requires no pixels irrespective of the zoom level. At zoom levglthe Earth
public storageTAC requires public storage whose size is at lea#s divided into4™ tiles (1 < n < 19). When transitioning from
proportionalX g, .. (whered is the number of dimensions). Figurezoom leveln to n + 1, each tile is divided into four quadrants,
13 shows that the size of public storage can grow prohitytivethereby, doubling the pixel space in both thendy axis. Figure
large for large dimensionsX(....) and the number of dimensions10 shows that at zoom level two, the Earth is divided into 18)=
(d). tiles. We note that the way Google map divides Earth intcstile

is exactly identical to our approach of defining and pantitig a

Key Derivation Cost. Figures 14 and 15 show the computatioR ..o <o bounding boxX(,, Ya, X, Y;). We treat the

. . . . . . ’ as ’ .
and communication cost incurred during key derivation. @lec zoom level as a totally ordered quality dimension; highe th
that the key derivation cost is incurred on the receipt ofheagoom level better the quality
broadcaﬁt F:?Crlje'f- Wwe obse.rve that fﬂéaut.h approagh iheurs Figure 16 shows a code snippet of a JavaScript based imple-
marginally higher computation cost (in microseconds).the® — eniation of our access control algorithm using Google maps

one can usc(ja the II:eykcac dhin_g b_ased approa_ch describedlgn 951 The Web server (Apache HTTPD [1]) serves tiles as image
tion Il to reduce the key derivation computation cost to a Mjes; tiles are indexed by their center (latitude, longé&pend the

constant in th.eST.aut h apgrogch.kOndthg ot-her- hhanm;‘C Il: zoom level. The server applies our key management algaosithm
curs communication cost during key derivation; though t8e p y, yerjve the encryption key for each tile and encrypts the ti

subscriber Communlcauon IS smal] (few 10(,) Bytes), the egate (image file) with the corresponding key. In response to antie
Ioaq on_the public storage_grows Ilnqgrly W'th. the num_berL_m‘-s (web browser: FireFox or Microsoft IE) request, the seredums
scriber in the netv_\{ork. This can additionally increase @pfibn an encrypted tile file. The client checks if the tile belongsts
level latency and ”tte.r and may render the network vulnierad authorized bounding boxa@t hBox). If so, the client derives the
DoS attacks on public storage. decryption key, decrypts the tile file and renders the image (
Figure 11); otherwise, the client throws an alert (see FEdLR)
C. Spatial-Quality Access Control indicating that the user is not authorized to view the tilette
In this section, we describe an implementation of our algsequested zoom level).
rithms for spatial-quality key management (see Section N) o Our initial experiments indicate the percentile overheddeal
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128

TAC-d=1' —+—
TAC-d=3" —%— [ | e T
o 641  sTauth-d=1' —8— 1 | oo 01 02 o ) ;
K STauth-d=3' —e— | | 1 ouennsind
o) 32 ¢ ] West/ )
§ £ 1 New York //
xg 161 1 1.0 1,1 12 13 £ 7 /1/ I
E L AN
2] 8l b
8 a4t
€ ;i ;
5
z 2 / 30 31 12 33
1 , . .
1 4 16 64 256 1024 .
Size of Dimension (Xmax) Flg- 10. Zoom Level 2:F|g' 11 Zoom Level 12
16 Tiles Access Permitted
Fig. 9. Number of Subscriber Keys Fig. 12. Zoom Level 13: Not Authorized
1e+12 . . . . 80 ; . . . 1000 .
@ TAC-d=1' —— TAC-d=1" ——
P 2 sl TAC-d=3' —*— TAC-d=3' —>—
o 1le+l10 8 ‘STauth-d=1" —&— f@ 'STauth’
@ Z, 60 | STauth-d=3' —e— %
dé, 1e+08 | E 50l g 100
S = o
»  1e+06 S 40 | s
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= = | p
& 10000 | s ¥ 2 10
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Fig. 13. TAC: Size of Public Storage Fig. 14. Key Derivation Computation Cost Fig. 15. Key Derivation Communication Cost

by our key management algorithms to the page load time istabtlie message can only be decrypted by the members of the user
0.72% (indicating that our key derivation cost is very sinaNe base. In contrast to broadcast encryption, the paramétely-
also used a client side JavaScript to draw random tiles arad maamically changes in a group key management system; however
sured the throughput (number of web pages per second (WPB)gre is no concept of a privileged subset of users in thepgrou
We measured the drop in throughput at the client was 0.4% a8inificant amount of work has been done in the field of group
0.44% using Mozilla FireFox and Microsoft IE respectively.  key management using the concept of a logical key hierarchy
We note that the size of the spatial-quality dimension in@eo [20]. Several papers [6], [29], [30], [32], [24], [13], [14]26]
maps is2'9x219x19. While the total number keys managed byhave developed interesting optimization techniques t@eof the
the system isl9 x 23% = 5.22*10'2, STauth incurs low overhead performance and scalability of group key management poetgoc
primarily because of its efficient key derivation algorithithe on multicast networks. Some extensions to operate on abieli
TAC approach incurs slightly lower key derivation compigat multicast channels are proposed in [26], [33]. A detailed/esy
cost than the STauth approach; however, the size of publiege along with comparisons amongst various group key managemen
using the TAC approach i8*® « 19 * 16 Bytes = 76 TeraBytes. protocols is described in [27]. Group key management pm$oc
Hence, maintaining integrity of public storage data andiiegr use message headers of constant size (udlikéN) in broadcast
the data in real-time pose severe challenges for the TAGoappr encryption) making them more suitable for our target ajgyids.
However, the cost of key management (as demonstrated iloBect
VII. RELATED WORK VI) in the context of location based services is unaccepthlgh.
Broadcast encryption [22] is the problem of sending an en- Receqtly, sevgral papers (161, [7], [10], [28] h?"e_prombse
crypted message to a large user base ($esuch that the to exploit the h|erar'c.h|cal structure of an authonzatlon.de'i
message can only be decrypted by a dynamically changing pljig develop more efficient !<ey _manz_agement schemes. Similar to
ileged subset (siz&/ — r). However, such schemes are designeld] (that we compare against in this paper), the other sckeme
to operate in scenarios where< N for example, optimal LSD require public storage that is at least linear in the sizehef t

[19] broadcast encryption scheme requires message heaﬂerguthqnzatlon_ space. As shown in Secyon_VI, such an approgc
size O(rloglog N). In the context of location based services, may incur high storage and communication overhead for high

can beO(N), making it non-trivial to use traditional broadcast endimensional authorization models such as that in Googlesmap

cryption schemes. More recently, Boneh et. al. [11] havegsed STauth also exploits the hierarchical structure of the @ightion
efficient schemes for subsets of arbitrary sizes. Howevir t Model; it builds on the MARKS protocol [12] and requires no

scheme still requires a message header of QizgéN) and incurs public storage.
the overhead of expensive pairing operations. In the cordex

location based services, the broadcast messages arelfypery VIII. CONCLUSION
small; in energy constrained wireless environments, inigartant In this paper we have presented STauth, a scalable key man-
to restrict message headers@d1) size. agement algorithm for enforcing spatial-temporal accesrol

Group key management addresses the problem of sendingoanpublic broadcast services. Unlike traditional group kegn-
encrypted message to a large and dynamic user base such d@lgament approaches, we exploit the spatial-temporal az#io
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tion model to construct authorization keys using efficient a [30] D. Wallner, E. Harder, and R. Agee. Key management for iwast:

secure hierarchical key graphs. We have shown that our appro

solves several drawbacks in traditional group key manageap

(31]

proaches including poor scalability, vulnerability to Ratlosses, [32]

failures in the presence of packet losses, vulnerabilitgetdain
DoS attacks, and susceptibility to jitters and delays. Weede-
scribed a prototype implementation and experimental evaln
that demonstrates our performance and scalability benefitie
preserving the security guarantees.
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